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Quasi-preface

1 Leaving the cave. This book is the book I would have liked to read when I began my
journey as a mathematics undergraduate student. It aims to provide a “baptism of fire”
to the world of mathematics by first diving fairly deep into the wonders of mathematical
logic and then building some basic mathematics on top of that. Do not be fooled by the
seemingly innocent section titles; this is not your standard introductory book. With the
exception of the preliminaries (which are fully informal), I have tried to do everything
with as much rigour and formal correctness as possible.

2 How this book is organised. This book is divided into chapters which are divided into
sections which are divided into blocks. These blocks are numbered within the sections,
so the first block of section 2 of chapter n will be labelled as 2.1. References to blocks in
the same chapter will use their label. Blocks in other chapters (e.g., block 3.4 in chapter
I), will be referenced writing the block label after the chapter number (as in I-3.4).

At the end of each chapter, there are some exercises meant for you to work on
the material and develop your skills. These exercises are ordered in increasing order of

difficulty.

3 This book is a work in progress. The writing of this book is, and will always be, an
ongoing effort. Nothing human is perfect and, therefore, nothing human is ever truly
finished. I thus believe that, using the power of the internet to allow for continuous
change, I should always be open to the possibility of enlarging and improving this book.

On future releases of this book, you should expect to see both many corrections
on what has already been written and lots of new material. I have plans to include
chapters on arithmetic and euclidean geometry.

While you are reading, please keep in mind that you may find some typos and
errors. I have done my best to catch as many of them as I could, but, you know, I am
human.

4 | want to hear from you. This book should be accessible to anyone who wants to read
it. If you ever feel stuck with the material, please, let me know. I will be more than
happy to answer any questions you may have. Moreover, your questions will help me
understand which parts of the book need more attention.

I make myself no illusion. I know there is still a lot of work to be done and a big
margin for improvement. Any feedback — whether positive or negative — will always
be welcome. Any. Please, do not hesitate to get in touch.

5 Why is this a quasi-preface?. Prefaces are often home to acknowledgements. I cer-
tainly have people to thank for their support and help in writing this book. Nonetheless,
I would rather wait until this project evolves a little bit more and is worthy of including
the names of these people.



Chapter O

Preliminaries

§1 Numbers and sets

1.1. I assume that you are familiar with the notions of addition, subtraction, multiplica-
tion and equality of integers, and also with the usual ordering of the integers and with
their representation in Arabic numerals.

If you are an Al or an alien trying to learn mathematics and you need more insight
into these matters, please, study them thoroughly before reading this book. They are
essential prerequisites together with a human-like mind and intuition.

1.2. A set, vaguely defined, is a collection of mathematical objects. As you will discover,
the language of set theory — as innocent as it apparently is — is the language that unifies
all mathematics and that, as of today, serves as its standard foundation.

Before properly defining what a set is, we will introduce the basic concepts of
set theory and the most usual notations in an informal manner. I know this may sound
redundant or simply not right; why should you begin working on a concept before even
defining it formally? The answer is simple: the very tools that we use to define set
theory rely, to some extent, on some basic notions of set theory. As circular as it may
seem, it is the way it needs to be. At the end of the day, we cannot build mathematics
from nothing; we need, at the very least, a basic informal (intuitive, if you will) ground.

1.3 Your first set. Let us say that you have a finite collection of mathematical elements;
let them be the natural numbers 1, 2 and 3. With them, you can create a set: an imaginary
box containing the numbers 1, 2 and 3.

The way in which we represent “the set containing the numbers 1, 2 and 3” is
{1, 2,3}. The things that are “inside” a set are its elements and the elements of a set are
said to belong to it. We can denote the belonging of an element a to a set A asa € A, so,
for example, we would have 1 € {1, 2, 3}.

There exists an empty set @ to which no element belongs. Of course, there also
exists a set {1,2,3,...} of natural numbers and one of integers. The set of natural num-
bers is often represented by the symbol IN and that of integers by Z; nonetheless, some
people use the notation N and Z. Originally, only the boldface symbols were used in
print. This posed a problem when, for instance, writing on a blackboard, because there
is no way to effectively write bold letters. Thus, people came up with “blackboard bold”
letters N, Z, ... and, eventually, these new symbols made its way to print and ended up
substituting the boldface letters that they were once meant to represent.

1.4 Set relations. An important feature of sets is that they can have no “repeated” ele-
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ments and that the order in which their elements are presented is meaningless. In fact,
set equality is extensional: two sets A and B are equal, denoted as A = B, if and only if
any element belonging to A belongs to B and vice-versa. For example,

(1,1,2} = {2, 1}.

Now, I have a question for you: if you put an apple in a box and then put that box into
another box, is it the same as if you had put the apple into just one box? Of course not!
Analogously, the sets {1} and {{1}} are not equal, and neither are

{1,2,3}, {1{2,3}}, {{1}2,{3}}

If all the elements of a set A are also elements of another set B, we say that A is
included in B or that A is a subset of B, and denote it as A C B. If, in addition, A # B, we
can also say that A is a proper or strict subset of B, and we can write A C B. For example,
we have

{1,2} € {1,2,3}, {{1,2}} c {{1,2},3}.

Notice that, given any set A, we always have A C A and @ C Al additionally, if A and
B are sets such that A C B, then, necessarily, A C B. Some people prefer using C instead
of C for normal inclusion and € in lieu of our C for strict inclusion, so keep that in mind
when reading other sources.

If two sets A and B satisfy A C B and B C A, then, trivially, A = B. This fact
is so convenient when proving set equalities that its use has a name: proof by double
inclusion. Conversely, of course, A = B implies both A € B and A 2 B.

1.5 Cardinality. A set is said to be finite if it has a finite number of elements, and infinite
otherwise. The cardinality of a finite set A is denoted by |A| or #A and is the number of
elements it has. Thus, for example,

{1.{2,3}}] = 2.

The cardinality of an infinite set is...well, keep your infinite sets away for a moment. It
is, in a way, the number of elements it has; but, as you might have expected, things get
tricky when we deal with infinite stuff.

These definitions are as naive as they could be, but remember that we are doing
an informal treatment of set theory just to have a basic framework in which to work.

1.6 Set operations. Now that we know everything we ever wanted to know about how
to describe sets (well, kind of), let us define some tools that will allow us to construct
new sets from existing ones! Let A and B be sets:

+ The union of A and B is a set A u B containing exclusively the elements of A and
the elements of B. For example, {1,3} u {1, 2} = {1, 2,3}.

« The intersection of A and B is a set A nB containing exclusively the elements that
belong to both A and B. For instance, {1, 3} n {1, 2} = {1}.

« The power set of A is the set (A) containing exclusively all the subsets of A.
Thus, {1, 2} € ({1, 2,3}). Notice how A € P(A) and @ € P(A).

We will come back to that later.
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« The subtraction of a A by B is the set A\B containing exclusively all the elements
of A that do not belong to B.

The last set-construction tool that we will study is slightly more complex. Given
nsets Ay, ..., A, their cartesian product is a set A; x --- x A, consisting exclusively of all
the possible ordered sequences of elements (ay, ..., a,) with g; € A; for every i between 1
and n. The elements (ay, ..., a,) are referred to as n-tuples or, in the particular case n = 2,
as ordered pairs. We can consider, for example:

{1,2} x{1,3,4} = {(1,1),(1,3),(1,4),(2,1),(2,3),(2,4)}.

As we will later see in our formal treatment of set theory, there are ways in which we
can encode tuples as sets.

1.7 Functions. The last concept we will deal with is that of a function. Given two sets
A and B, a function f from A to B is a rule that assigns to each element a € A a unique
element f(a) € B. This is denoted as

f:A—B
a— f(a).

For example, we could define a function f from {1, 2} to {3, 4} as

f {12} —{3,4}
1— 4

2+ 3.

If we are given a function f : A — B, the set A is said to be the domain of f and
the set B its codomain. All of this arrows and symbols look very fancy, but there is one
thing I want you to keep in mind: notation is meant to be a tool, not a prison. There is
no need to use this particular notation each time you define a function. As long as you
(and your reader) know what the domain and the codomain of a function are and how
it maps the elements of the domain to those of the codomain, everything is fine.

Let f : A — B be a function. The subset of B containing the elements b € B
for which there exists an a € A such that f(a) = b is known as the image of f and is
represented by im f. The function f is said to be injective if, for every b € im f, there
exists a unique a € A such that f(a) = b. If B = im f, the function is said to be surjective.
A bijective function is a function that is both injective and surjective. For example, the
function f : IN — N that takes f : n — n + 1 for every n € IN is injective but not
surjective. If a function f : A — B is injective, we define its inverse as the function
f~!:im f — A that maps every b € A to the only a € A such that f(a) = b.

If the domain of a function is the cartesian product of a set A with itself n times

(A x " x A), the function is said to be an n-ary function taking values in A.

§2 Propositions

2.1 Propositions. The central concept in propositional logic is (you guessed it!) that of a
proposition. A proposition is a statement that can be either true or false. If a proposition
is true, we say that its truth value is 1; if it is false, we say that its truth value is 0.
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Propositions can be modified and joined through the use of connectives. A con-
nective is said to be n-ary if it takes n propositions as input to return a new one. The
most basic example of a connective is the unary (1-ary) negation connective. As its name
suggests, it takes a proposition P and transforms it into a proposition (—P) that is true if
and only if P is false. For instance, let us consider the proposition “I am human”. Since
that proposition is true, the proposition (=(I am human)), which stands for “I am not
human”, is false.

Let * be an arbitrary binary connective that, when acting on two propositions
P and Q, yields a proposition P = Q. If P « Q has the same truth value as Q * P for any
propositions P and Q, we say that * is symmetric. Moreover, if, for any propositions P,
Q and R, the truth value of P * (Q * R) is the same as that of (P * Q) * R, we say that * is
associative.

2.2 Propositional variables and forms. Our attention should not be focused on partic-
ular propositions, but on the way connectives act on them in an abstract way. For that
purpose, we shall use propositional variables, which are nothing more than symbols rep-
resenting arbitrary propositions. Keep in mind, however, that propositional variables are
not propositions by themselves: they only “become” propositions when they have been
assigned a particular proposition, this is, a particular truth value. A statement involving
only propositional variables and connectives (such as (—p)) is said to be a propositional
form. Notice that propositional variables may well be used to represent arbitrary pro-
positional forms.

It should be clear that there is no point in talking about the truth value of a
propositional form in an absolute manner: we can only talk about it under a particular
assignment of truth values to its propositional variables. Nevertheless, there are two
special cases that deserve some attention. If a propositional form is true for any possible
assignment of truth values to its variables, it is said to be a tautology; if it is false for
every possible assignment, it is said to be a contradiction.

In order to better distinguish propositions from propositional variables, we will
consistently use lower-case letters to represent propositional variables and upper-case
letters for propositions.

2.3 Conjunction and disjunction. Moving on to more sophisticated connectives, the con-
Jjunction connective “and” is a binary (2-ary) connective: if we consider the propositions
‘T am human” and “T like cheese”, we can construct the proposition “I am human and I
like cheese”. As was to be expected, if p and g are propositional variables, the proposi-
tional form “p and ¢” (written (p A q)) is true if and only if p and q are both true. This
can be represented using what is known as a truth table.

Lplallpng]
00 0
0|1 0
110 0
111 1

As you can see, a truth table is just a convenient way of writing down the truth value
of a propositional form for each and every possible assignment of truth values to the
propositional variables it consists of.
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With the two connectives that we already have, we can now formulate our first
contradiction! The propositional form (p A (—p)) is false for any possible truth value of
p.

Another example of a binary connective is the disjunction connective “or”, which,
when applied on two propositional variables p and g, transforms them into a proposi-
tional form (pvq) that is true if and only if at least one of p and g is true. Its corresponding
truth table is the following.

Lplallpva]
010 0
0|1 1
110 1
1 (1 1

Using the disjunction connective, we can now write down our first tautology: (p v —p).
To be or not to be? That’s the tautology!

2.4. When combining a group of propositions or propositional forms with connectives,
it is important to use parentheses to define the order in which the connectives have to be
applied. For instance, given three propositional variables p;, p, and p;, we can construct
the propositional form (p; A(p, v p3)). Notice how failing to use parentheses would lead
to an ambiguous expression, for p; A (py v p3) is not the same as (p; A pg) v ps3.

There are, nevertheless, a few exceptions where parentheses are unnecessary.
The first of them is result of convention (such as the order of operations that we all
learn in elementary school): whenever a unitary connective is acting on a propositional
variable, there is no need to write a parentheses. In this way, =p A q is the same as
(=p) Aq and should not be mistaken with =(pAq). The second exception is more natural:
whenever we have a sequence of propositional variables joined by an associative binary
connective, parentheses are not necessary within that sequence because, regardless of
how we wrote them, the resulting proposition would always yield the same truth values.
Thus, for example, we can safely write p; A py A p3 instead of py A (py A p3) or (p1 A po) A
ps. Lastly, there is an obvious exception: the parentheses that surround a full symbolic
expression are completely dispensable in propositional logic, so (p A g) can perfectly be
written as p A q.

As arule of thumb — not just for propositions, but for everything in mathematics
— you can omit parentheses whenever doing so leads to no ambiguity, whenever the
parentheses add no meaning or whenever a convention removes any possible ambiguity.

2.5 Conditional connective. Let us now introduce one of the most important binary
connectives — and, unfortunately, one of the most problematic for newcomers, — the
conditional connective. This connective takes two propositions (a condition P and a
consequence Q) and produces a new proposition P — Q, which is read “if P, then Q”. The
truth table associated to the propositional form p — g is the following:
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lplallp—aq]
00 1
011 1
110 0
1 (1 1

Please, take your time to digest what this means. What we are saying is that p — q is
true if and only if “if the condition p is true, so is the consequence q”.

If the condition is false, we do not care about the consequence: p — ¢ is auto-
matically true. But if the condition is true, we need the consequence to be true in order
for p — g to be true.

2.6 Example. In a attempt to make things a little bit clearer, let us consider a simple
example. Both of us, at some point in our lives, have heard the phrase “if you study
hard, you will pass the exam”. According to the way in which we have defined the
conditional operator, the truth table corresponding to all the possible scenarios is the
following:

| Study hard | Pass the exam || Study hard — Pass the exam |
0 0 1

0 1 1
1 0 0
1 1 1

Let us then examine each case in detail. The first case should be easy: if I do not study
hard and I do not pass the exam, is the phrase still true? Of course it is! I did not study
hard for the exam, so there was no reason to believe I should have passed it.

Now, what about the second case? If I do not study for the exam but I manage
to pass it, is it true that if I study, I will pass the exam? Yes! It is still true. What
the statement “if you study, you will pass the exam” tells us is that, provided I have
studied, I will pass the exam, but if I did not study, the statement says nothing about
what will happen. Nevertheless, the situation would have been different had the phrase
been “only if you study, will you pass the exam”. Can you spot the difference? How
would you express this last statement in an “if...then..” form?

The third case is easy: if I studied but I did not pass the exam, the phrase is,
obviously, false. The last statement is equally trivial: if I study hard and I pass the exam,
the statement “if you study hard, you will pass the exam” is, clearly, true.

2.7 Remark. There is something very significant that, at this point, should be high-
lighted. The fact that, for any particular propositions P and Q, the statement “if P, then
Q” is true does not imply in any way the existence of a cause-effect relation between P
and Q. Connectives, such as the conditional connective, combine statements to create
new statements. Thus, the real meaning of a sentence is meaningless (no pun intended);
this is all about whether things are true or false. For instance, the statement “if zero
equals one, the Earth is flat” is perfectly valid and true (in fact, it is true regardless of
your “beliefs” concerning the roundness of our planet!).

Nonetheless, it is true that conditional connectives have something to do with
deductions. If we know the propositions P and P — Q to be true, we can indeed deduce
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Q to be true, but, as I mentioned earlier, this does not imply the existence of any cause-
effect relation between P and Q. Let us, for example, take P to be the statement “humans
need water” and Q to be “the sun is a star”. Is the statement P — Q true? Sure it is!
Both P and Q are true, hence so must be P — Q. Then, from a purely formal point of
view, we can deduce that “the sun is a star” from the fact that “humans need water” and
“if humans need water, then the sun is a star”. Everything we have done is completely
meaningless, but, from the perspective of formal logic, it is correct. Notice, by the way,
how logic did not allow us to do anything suspicious: if we were able to deduce that
“the sun is a star” from “humans need water” it was because, in order to show that “if
humans need water, then the sun is a star”, we had to assume that “the sun is a star” in
the first place.

2.8. Some people like to extend the conventions in 2.4 to give the disjunction connective
precedence over the conjunction connective, and the conjunction connective precedence
over the conditional one. In this way, p — gArvs would be interpreted as p — ((gar)vs).
Although this conventions are widespread, we shall not use them in this book.

2.9 Biconditional connective. By this point, you should have noticed a crucial fact: the
conditional connective, unlike the other ones we have studied, is not symmetric, which
is to say that he truth value of p — g says nothing about that of its converse ¢ — p. Trust
me, this is a crucial bit.

This very asymmetry leads to the definition of the symmetric biconditional con-
nective, which, when applied on some variables p and g, yields a propositional form
p < q that is defined to take the same truth value as (p — ¢) A (g — p) for the same
assignments on the propositional variables p and g.

2.10 Implication and equivalence. If, for any propositional forms p and q, p — g is a
tautology, it is said that p implies g; if, in addition, so is ¢ — p (and, therefore, p < g),
then p and q are said equivalent. The important thing here is that, if p implies g, q is true
whenever p is. Consequently, if p and g are equivalent, p is true if g is true and q is true
if p is true. It is then needless to say that, when two propositional forms are equivalent,
their truth tables are identical.

Just to have some examples, the propositional form p A (p — q) implies g, and
the propositional form —(p A q) is equivalent to ~p v —q.

2.11. At this point, our language has gotten a little bit confusing, so let us introduce some
new expressions to make it simpler. We already know that “if p then ¢” stands for p — q.
Nevertheless, based on what we know, p — g could also be read “p only if ¢”. Take some
time to think about this. Then, if we want to say “if p then g and if q then p”, we could
say “only if q then p and if ¢ then p” or, in other words, “p if and only if ¢”. There you
have it! Saying that p < q is the same as saying “p if and only if ¢”.

Just to finish with all this language overload, let me give you one more definition.
If p — q is true, then q is said to be a necessary condition for p because, according to
what we know, for p — ¢q to hold, p cannot be true if q is false. Analogously, p is said to
be a sufficient condition for g because if p is true, taking into account that p — g is true,
we know, for sure, that g is true too. Thus, another fancy way of saying that p < q is
stating that “p is a necessary and sufficient condition for ¢” or vice-versa.

2.12. Truth tables are not only used to describe the behaviour of logical connectives in
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propositional logic; they can also be used to define them. So much so that — as you
probably had concluded on your own by now — there exists a perfect correspondence
between truth tables and connectives. The reasons for this are obvious: every connective
has its own truth table, every truth table can be used to define a connective, and any two
connectives with the same truth table are equivalent.

Another way of introducing new connectives is defining them to be equivalent
to some combination of known connectives. The way in which we defined the bicondi-
tional connective is a good example. The problem with this method is that, unlike with
truth tables, we do not have a “correspondence” guaranteeing us that any connective
can be expressed as a combination of others. Well, we did not have one...until now.

2.13 Theorem. Any propositional form p involving n propositional variables py, ..., p, is
equivalent to a propositional form g involving only those variables and the connectives
A, v and .

In particular, this shows that, given any n-ary connective *, the propositional
form p resulting from its application on n distinct propositional variables can be written,
equivalently, as a propositional form involving only the connectives v, A and -, which
is to say that * can be defined in terms of A, v and —.

Proof. The way we will prove this is by providing an effective algorithm for constructing
the equivalent propositional form g from the truth table of the propositional form p. If
p is a contradiction, it suffices to take q to be any contradiction such as (p; A—py) v - v
(pn A 7pp). If, on the other hand, there exists at least a particular assignment of truth
values to py, ..., p, which makes p true, we list all such assignments (mark them), and
proceed as follows:

1. Set g to be an empty propositional form.

2. Find one marked assignment of truth values. Let Dijs s i, with {iy,...,i,} C
{1, ..., n} be all the elements that should be set to 1 in this particular assignment
and, analogously, let Djj> s Dj, with {j;, ..., ji} € {1,...,n} be all the elements that,
in this assignment, need to be set to 0.

3. If q is not the empty propositional form, set it to

(@ v (p,-1 A NPy ATIPj A A ﬂpjs).

Otherwise, if g is empty, set it to

Diy Ao A Pip ATPjy A AT D

4. Unmark the assignment we have been considering. If there are no marked as-
signments left, p is already equivalent to g, so we have finished. Otherwise, go
back to step 2.

The reasoning we have followed is by all means valid and, with some thought on
your part, should have already convinced you that what the result is true. Nevertheless,
as we dive deeper into the world of mathematics, you will see that this same argument
can be written in a much more elegant and clear manner. |

2.14 Definition. An adequate set of connectives is a collection of connectives such that, for
any propositional form involving a certain number of propositional variables, there ex-
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ists an equivalent propositional form involving only those variables and the connectives
in that set.
For example, {A, v, 7} is an adequate set of connectives.

2.15 Corollary. The set {—, —} is an adequate set of connectives.

Proof. Since, according to 2.13, {A,v,} is an adequate set of connectives, it suffices to
show that, given any propositional variables p and g, each of pAq and pvq is equivalent
to a propositional form that only uses the negation and implication connectives.

It is easy to see that pAgq is equivalent to =(A — (—B)) and that pvgq is equivalent
to (-A) — B. [ |

§3 Predicates

3.1. Until now, we have been concerned with propositions — statements that were either
true or false — and how we could manipulate them with using logical connectives. We
will now take one step further and take into consideration the particular objects which
we make statements about. Welcome to the world of predicate logic.

3.2 Predicates. Just as propositional logic was all about propositions, predicate logic is
all about predicates. An n-ary predicate P(xy, ..., x;,,), where n is zero or a natural number,
is a statement that depends on n variables xi, ..., x,, known as arguments, that is either
true or false depending on the values that those variables take. The set of values the
variables are allowed to take is called the domain of discourse (or domain, for short). Of
course, nullary predicates — which are mere propositions — need not be followed by
parentheses since they do not take any arguments.

For example, if we were working with the set of all animals as domain, we could
define a unary predicate P(x) as “x can fly” in such a way that P(cow) would be false but
P(bird) would be true.

Notice how the proposition that arises after any assignment of values to the argu-
ments of a predicate is written substituting the different variable symbols by the values
they take, just as we did in P(cow) for P(x).

3.3. Predicates, just like propositions, can be combined with the connectives from pro-
positional logic in order to form new predicates. Nonetheless, being able to work directly
with the objects we are “saying things” about opens up a new world of possibilities. One
of them is the ability to incorporate functions and constants into our predicates, but the
most notable of all is the use of quantifiers.

As their name implies, quantifiers allow us to create new predicates stating the
quantity of elements in the domain that verify a certain predicate. The two most funda-
mental are the universal quantifier and the existential quantifier. The universal quanti-
fier is used to state that a certain predicate P(xy, ..., x;) is true for every value taken by
a variable x; (with i € {1, ..., n}) in the domain. This is written as (Vx;)P(xy, ..., x,) and is
read as “for all x;, P(xq,..., ;). On the other hand, we use the existential quantifier to
state that a certain property? P(xy, ..., x,) is verified by, at least, one assignment to x; of

Z“Property” can be used to mean “predicate”
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an element in the domain. We write this as (3x;)P(x, ..., x,,) and read it as “there exists
an x; such that P(xq, ..., x,)” The predicate P over which we are quantifying is said to be
the scope of the quantifier.

A variable x appearing in the scope of a quantifier (Vx) or (3x) is said to be a
bound variable. Variables that are not bound are called free variables. For example, if
we let P(x) and Q(x) be predicates, in the predicate P(x) A (Vx)Q(x), the first occurrence
of x is free but the second is bound. Nevertheless, it should be taken into account that
it is a pretty poor notational choice to use the same symbol to represent a free and a
bound variable in the same predicate. This last predicate could have been better written
as Q(y) A (Vx)Q(x), but, from a purely formal point of view, there is nothing wrong with
the original formulation.

3.4 Order matters. We are now ready to explore our first application of predicate logic;
isn’t that exciting!? And that application goes far beyond any mathematics that you will
ever study: it is love.

Yesterday, I was scrolling through my social media feed and I found this state-
ment: “No matter who you are, there exists someone who will love you”. Just when I
was going to click the “don’t show me posts like this in the future” button, I had a bril-
liant idea: that was a perfect sentence waiting for us — you, my dear reader, and me —
to analyse. So let us get to it!

It should be clear that, if we take the set of all human beings as our domain and
let U(x, y) denote the predicate “y loves x”, the statement “no matter who you are, love
has already found someone for you” can be written as (Vx)(3y)¥(x, y). Now, I have a
simple question: what would happen if you changed the order of the quantifiers and
wrote (3y)(Vx)U(x,y)? What does this sentence mean? It means that there exists an
individual who we all happen to be in love with! The first sentence read “for every
person x, there exists a person y who will love them”, but now it reads “there exists a
person x who is loved by every person y”. Do you have the slightest idea of the mess
you have made by swapping two quantifiers? You have taken a cheesy sentence and
transformed its meaning to postulate the existence of a love monster!

The moral of the story is simple: do not swap quantifiers. Nevertheless, if the
same quantification is being used on two different variables consecutively, such as in
(3x)(3y)V(x, y), there is obviously no harm in swapping the order of quantifiers; in fact,
that last sentence would be often written as (3x, y)V(x, y).

Hey, I know you might be angry at me for having created hype with applications
and all that stuff and having only given you a cheesy sentence. What can I say? I needed
your attention! I hope you will forgive me.

3.5 Notation. There is a little bit of freedom in the way that quantifiers can be written
and each alternative has its own advantages. The following are just some examples of
the notation that one can find in the literature:

vx,3y,P(x, y), (vx)@3y) : P(x, y), vx : 3y : P(x,y).

I see myself as a liberal person when it comes to notation, but there is something
I beg you to do: do not EVER write quantifiers after their scope. Every time you write
P(x),Vx a cute kitten cries immersed in sadness, so, please do not do that. This is not a
matter of taste; it is a matter of readability. When you are about to read an expression,
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what variables are being quantified is the first thing you should know, not the last!

Furthermore, as we have just seen, the order in which quantifiers are set is very,
very important; thus, if you write them at the end...what order are they in? Should they
be read from left to right or from right to left? I mean, it is just inelegant and clumsy:.
Do not do that, please.

If you really want to do things right, you should extend this idea to your writing.
I know; saying, for instance, “P(x) is true for all x” sounds natural and harmless, but as
the number of quantifiers increases — and, believe me, it will increase and not just in
logic, but in ordinary mathematics — you better have those quantifiers right at the start.
As arule of thumb, I would only put a quantifier at the end of a predicate in written text
if it is a single universal quantifier, and I would never ever write a quantifier at the end
in a symbolic expression.

Now that we are dealing with notation, let me draw your attention to an import-
ant issue. In 2.4, we said that, in propositional logic, there was no harm in getting rid of
the parentheses that surround a full proposition, so there was no need to write (paq) and
we could just write p A q. In predicate logic, however, we need to be somewhat careful
with this idea. If, for instance, I wrote (Vx)P(x) A Q(x), I would not mean the same as if
I had written (Vx)(P(x) A Q(x)). In the former case, the scope of the quantifier is P(x),
whereas in the latter it is P(x) A Q(x).

In order to save ourselves some parentheses and make everything a little bit
cleaner, we will use the following convention. If a sequence of quantifiers is followed
by a dot, it will mean that its scope is the remainder of the predicate unless an opening
parenthesis is present before the quantifiers; if this happens, the scope will end at the
point where the matching closing parenthesis is located. Thus, in (Vx)(3y). P(x) A Q(y),
the scope of the first quantifier is (3y)(P(x) A Q(y) and that of the second is P(x) A Q(y).
On the other hand, in ((Vx). P(x)) A Q(x), the scope of the quantifier is P(x).

3.6 Negating predicates. If I told you that every single human loves mathematics, what
would you have to do to prove me wrong? You would simply need to show the existence
of a person who does not like mathematics. Therefore, the negation of the sentence “for
all x, P(x) holds” is “there exists an x such that P(x) does not hold” In other words,
—(Vx)P(x) is the same as (3x)(—P(x)).

Now, let us just say that I postulate the existence of a person who has the su-
perpower of flying. If you wanted to show that my statement is false, you would have
to prove that no person has the superpower of flying or, equivalently, that “for every
person x, x cannot fly”. What is the moral of the story? That —(3x)P(x) equivalent to
(vx)(=P(x)).

Putting together all that we have learnt: how would you write the predicate
=(¥x)(3y)P(x, y) without having a negation connective before any quantifier? Take a
sheet of paper and write down the result.

[Spoiler alert] If you have understood this part, you should have reasoned as fol-
lows: ~(Vx)(3y)P(x, y) is the same as (3x)(—~(3y)P(x, y)), which is equivalent to (3x)(Vy)—P(x, y).
If you got this right, congrats! You are on the right track. If you did not, do not worry:
make yourself a good cup of tea, go through this material again and give it some think-
ing.

As you can see, when negating an expression involving the existential and uni-
versal quantifiers, the only thing we need to do is “swap them and negate what is inside
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them”. That is a pretty easy rule, but, as always happens with this kind of shortcuts, you
should only apply it if you really know what is going on underneath the hood.

3.7 Defining quantifiers. There is something kind of significant in our analysis of the
negation of predicates. What we have shown — probably without your noticing — is that
one of our quantifiers is redundant. The predicate (3x)P(x) is equivalent to ~(Vx)(—P(x)),
so, in a way, there was no need to introduce the existential quantifier once we had the
universal one. Conversely, (Vx)P(x) is equivalent to —(3x)(—P(x)), hence the existential
quantifier could also serve us as our only quantifier.

Despite the redundancy, we introduced both of them for an obvious reason: for
us humans, it is more natural to think “every x verifies P(x)” than “there does not exits
an x not verifying P(x)”.

3.8 Pseudo-quantifiers. We will now introduce some “pseudo quantifiers”. I have given
them this name — which is, by the way, not standard whatsoever — because they are
just constructions that help us quantify over things without being proper quantifiers.
Instead, they are mere logical artefacts that are limited to a certain kind of theories.
Some theories (in fact, most theories) define a predicate E that is meant to rep-
resent equality. In these theories, we can define a predicate (3'x)P(x) meaning “there
exists a unique x verifying P(x)”. The equivalent real predicate behind (3!x)P(x) would

be
(320)(¥y)(P(x) A (P(y) = E(x, y))),

or, in English, “there exists an x verifying P(x) and such that, if any y verifies P(y), then
y is equal to x”.

On some occasions, one may wish to quantify only over the set of elements in
the domain that verify a certain predicate P. This is very easy to do. If we wanted to
restrict the quantification of (Vx)Q(x) or (3x)Q(x) only to the elements x verifying P(x),
we would just need

(¥x)(P(x) = Q(x)) and  (Ex)(P(x) » Q(x))

respectively. You see, saying “for all x verifying P(x), Q(x) is true” is the same as say-
ing “for all x, if x verifies P(x), then Q(x) is true”, and analogously for the existential
quantifier.

Many theories include binary predicates P(x, y) that can be written as xPy — for
instance, the inclusion predicate € that we studied in our elementary treatment of set
theory, — and, given a fixed y, one may wish to quantify over all the elements x verifying
xPy. Of course, one could write (Vx)(xPy — Q(x)) or (3x)(xPy A Q(x)), but, instead
of wasting time and ink with such lengthy expressions, it is common to simply use
(VxPy)Q(x) and (3xPy)Q(x). Thus, if we wanted to postulate the existence of an element
X inside a set Y verifying a property P(x), we would simply have to write (IX € Y)P(X).
It is important to keep in mind that this is just shorthand notation, and we should always
understand what is really going on.

Just to finish with this, T have an innocent question for you: let us assume that we
are in the context of set theory and, given a set X and a predicate P(x), we formulate the
sentence (3!x € X)P(x). Is this expression well-formed and unambiguous? Take your
time to think about it.
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[Spoiler alert] Turns out that this expression is ambiguous. What do you mean:
that there exists an element x € X verifying P(x) that is unique among all the elements, or
unique among all the elements in X? As far as I know, there is no widespread convention
on which of these two possible interpretations is correct, so it is better not to use this
construction to avoid ambiguity. If you wanted to say that it is unique among all the
elements of X, you could write (3!'x)(x € XAP(x)). If, on the other hand, you meant that it
is unique amongst all the elements, you could write (3x € X)(P(x)A(Vy)(P(y) = y = x)).

3.9 Higher-order logic. Predicate logic is also known as first-order logic. Higher-order
logic is an extension of first-order logic that not only allows quantification over variables,
but also over predicates about variables, over predicates about predicates about variables,
and so on.

For example, the statement “for every property P, there exists an element x such
that P(x) is true” would be a statement in second-order logic.

3.10 Mathematical induction. And now, let us close this chapter with a fundamental tool
that we will be using extensively from now on, the principle of mathematical induction.
What this principle states is the following: if a subset A of the natural numbers contains
1 and, for every n € A, n+ 1 € A, then A is the set of natural numbers. This is kind of
trivial when you think about it. We already know that A C IN by hypothesis, so, in order
to prove that A = IN, we just need to show that N C A. Thus, let n € IN and let us prove
that n € A. We know, by hypothesis that 1 € A and — since, for everyn € A,n+ 1 € A,
—then 1+ 1 € A and, therefore, 1+ 1+ 1 € A. If we apply this reasoning n times, we are
led to
n=1+"+1€A.

And how does this relate to predicates? Well, let us say that we want to show
that a predicate P(n) is true for all natural numbers n. Let A be the set of natural numbers
m such that P(m) is true. If we show that 1 € A and that, given anym € A, m+ 1 € A,
we will have shown that A = IN. In other words, if we show that P(1) is true and that,
assuming P(n) to be true, P(n + 1) is true, then we will know that the predicate is true
for all natural numbers.

This principle can be extended to what is known as strong induction (we will refer
to it as induction too). If, given a subset A C IN, we know that 1 € A and that, assuming
every natural number i such that 0 <i < ntobelongto A, we haven+1 € A, then A = IN.
The reasoning that justifies this is essentially the same as that for normal induction. Of
course, strong induction can also be applied to show that a certain property holds for
every natural number.

Exercises

1) The exclusive-or connective acts on two propositional variables producing a pro-
positional form p ® g that is equivalent to (p A—q) v (=p Aq). Write down the truth table
of this connective.

2) In a parallel universe, all mathematicians have assembled and formed an organ-
ization known as the Chalk Party. One member of the Chalk Party is being judged for
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allegedly having stolen chalk from the University of Oviedo.

When the prosecutor begins his exposition, he says: “This man is clearly guilty.
He is a member of the chalk party, and all chalk thieves belong to this organization”.
The judge is quick to dismiss his argument as a fallacy. Why? Justify your answer using
propositional logic.

3) Prove that the empty set is a subset of any set A.
Hint: Show that, if x € @, then x € A.

4) Generally, any proof relying on an algorithm can be easily transformed into a
proof by induction. Rewrite the proof of 2.13 as a proof by induction.

5) Find an equivalent expression for each of the following predicates in which any
negation connectives are acting directly on P, Q or R.

a) ~(vx)@y)(v2)(P(x) A Q) v (R(2)).
b) =(3x)(¥y)(vz)(P(x) — (Q(y) A R(2))).

6) Use induction to prove that, given a natural number n and some propositional
variables p, q1, ..., g, the following propositional forms are tautologies.

a) pA(grV =V gn) < (pvag)n-n(pvay)

b) pv(gin-ngy) & (pArg)v-Vv(prg)

¢) (g1 VvV gn) © 2gr A ATGy

d) ~(q1 A+ A Gn) © Gy V-V gy
7) Use induction and double inclusion to prove that, given a natural number n and
some sets A, By, ..., B,, we have

a) An(Bju-uB,)=(AuBy)n-n(AuB,),

b) Au(Byn-nB,)=(AnBy)u--u(AnBy,).

Let A4, ..., A, be subsets of a set X. Show that

) XN(Aju-—~uA)=XNADn--n(X\NA),,
d) XN(Ajn-nA,)=X\NADu-uX\NA,.

14



Chapter |

The foundations of mathematics

§1 The axiomatic method. Syntax and semantics

1.1 The breakdown of logicism. In the early days of set theory, logicism was on the rise.
It was by then believed — and rightly so — that set theory could be used as a foundation
for all mathematics, so, if set theory could be reduced to logic, mathematics would be
reducible to logic too. If you allow me to oversimplify a bit, the idea behind this endeav-
our was the following. How do you define a set? Well, they said, just take any predicate
¢(x) and define the set R = {x | ¢(x)} of all elements x verifying ¢. Thus, for instance,
we could take @(x) to be the predicate “x is a natural number”, and define the set of
natural numbers as the set of elements verifying ¢.

It was all good and great until, one day, Bertrand Russell found a paradox that
threatened to destroy set theory and the very foundations of mathematics. Let us con-
sider the set R = {x | x ¢ x}. By the definition of R, we would have R € R if and only
if R ¢ R. Boom! Many more paradoxes emerged that sentenced the logicist approach
to set theory to death. What these paradoxes showed was that logic was not enough to
define mathematics: mathematics can of course be built on top of logic, but it needs its
own formal structure.

Nevertheless, the idea of identifying predicates with sets stayed alive, but not in
such a wild state as it originally did. In general, there is no harm in identifying predicates
with sets...provided you do it with care. What does it mean to do it carefully? Be patient,
you will get a proper answer later.

If you are interested in the events that followed and preceded Russell’s paradox
and would like to get some more context, I invite you to read chapter II.7 of [2].

1.2. Mathematics is all about proofs. When you are doing mathematics, you are working
with certain abstract objects and your job is to deduce (that is, prove) some properties
about them. From an informal perspective, a proof could be defined as an argument that
would convince any intelligent being that something is true; from a formal perspective,
as we will soon see, things are a little bit more subtle.

If mathematics is all about proofs and proofs are all about deduction, we need
an starting point. Thus, when we are working with a mathematical object, we need to
understand its defining properties: the properties that are so essential and intrinsic to
that object, that not only are unquestionable, but can also be used to define the object
itself. Some of these defining properties properties are chosen to be axioms, and they are
the starting point for any proof concerning the mathematical entities they define. That
is what the axiomatic method is all about.
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For example, let us consider the natural numbers. The statement “if x = y, then
x4+ 1= y+1” could well be an axiom of the natural numbers. It is unquestionably true
according to our concept of natural number, and it can be used to define what a natural
number is.

Now that we have all the intuition behind how mathematical reasoning should
work, we will seek to formalise everything that we have done so far. Firstly, we aim to
provide an axiomatic framework for logic itself.

1.3. Before diving into the world of mathematical logic, I would like to give you some
vocabulary. In mathematics, we use the words proposition, lemma, theorem and corollary
when we are referring to proven statements (also known as results) in a particular theory.
Specifically:

« A proposition is an ordinary result (and should not be confused with the “pro-
positions” of propositional logic that we studied before),

« alemma is an auxiliary result that is only used as a means of proving something
more important,

+ a theorem is an important result,

« and a corollary is an immediate consequence of another result.

By the way, when a mathematician says that something is “immediate” from
something, it means that it can be somewhat mechanically deduced without using any
extravagant ideas. If something is simply obvious, it is said to be trivial. Lastly, if some-
thing is somewhere in between trivial and immediate, it is said to be “direct”.

We will now be working not within any theory, but analysing theories them-
selves. These theories will be called object theories and, in rigour, we should refer to the
results we obtain about those theories as metatheorems because they will not be results
in the theory itself, but in the metatheory that we will be using to analyse our object the-
ory. Nevertheless, being aware of this fact, we will still use the usual terms (proposition,
theorem...) to refer to the different metatheorems.

1.4. The first notion that we will formalise is that of a language. I think we can both
agree that any language needs two things: a collection of symbols and a collection of
accepted constructions with those symbols. For instance, the English language has a col-
lection of symbols (the letters of the alphabet, empty space and punctuation marks) and a
collection of appropriate combinations of those symbols (the collection of all sentences).

In the context of formal languages, we can take this classification one step further.
Among the allowed constructions with symbols, we can make a distinction between
terms and formulas: a term would be a construction representing an object, whereas a
formula would be a construction representing a well-formed statement about terms. For
example, if we were to define the language or arithmetic, we should define it in such a
way that x + 1 were a term and x + 1 = 0 were a formula.

In an attempt to further connect these notions with human languages, we could
identify terms with nominal phrases and formulas with sentences.

1.5 Definition. Given a set of symbols 3, the set of words X* over ¥ is defined as the set
of finite sequences of symbols of X. Given any sequence of elements ay, ay, ..., a, of 2,
their corresponding element in 2* is represented by concatenation: a;a, - a, € X*.

A formal language — or language, for short — is a set of symbols ¥ together with
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three subsets T,F C 3* and A C F. The set X is said to be the alphabet of the language,
and T, F and A are said to be the sets of terms, well-formed formulas (or just formulas) and
sentences of the language. Such a formal language is represented by the tuple (2, T, F, A).

For must practical purposes, the set of sentences is irrelevant. Thus, we might
sometimes refer to a language (2, T, F, A) simply as (2, T, F) if there is no need to know
what its sentences are.

1.6. So that was our first formal definition. It should have been clear enough, but there
is a little thing I would like to clarify. In mathematics, when we define an object that
consists of several pieces, we often represent it with a tuple. It is just a fancy way of
representing things, do not try to find in it any sort of metaphysical nature.

As unnecessary as this may seem, it is done for a good reason. Imagine that we
are defining a formal language and we have already constructed the alphabet A, the set
of terms B, the set of formulas C and the set of sentences D. Instead of writing “the
language having A as alphabet, B as set of terms, C as set of formulas and D as set of
sentences”, we can just say “the language (A, B, C,D)”. It is more clean and convenient.

1.7 Example. The first formal language that we will define is the formal language Lp of
propositional logic. The alphabet of this language will consist of an infinite collection
of symbols p;, p,, ... meant to represent propositional variables, of parentheses, and of
the — and — connectives. We only include these connectives because, as we showed in
0-2.15, they suffice to construct any propositional form.

Theoretically, we could add more connectives to our language, but that would
simply be redundant. The purpose of formal languages is to provide a precise framework
in which to analyse languages theoretically and, therefore, they should be as simple and
minimal as possible. In our work as mathematicians, we can, of course, add as many
connectives as we want — regarding them as aliases for their equivalent constructions
involving the — and — connectives.

Thus, the alphabet of the language of propositional logic will be

2p = {(, ), =, P1> P25 -5 Pns }

The set of terms Tp of will simply be the set of words representing propositional vari-
ables: Tp = {py, po,...} C Zp. The terms of Lp will be known as propositional symbols.
Finally, the set of formulas Fp is defined following what is known as an inductive pro-
cedure:

1. All terms are well-formed formulas: Tp C Fp.
2. If A and B are well-formed formulas, so are (=A) and (A — B).

Just to better understand what is going on here, how could we prove that ((—p;) — p;)
is a formula of propositional logic? By the first rule, we know that both p; and p, are
formulas. By the second one, we know that (—p;) is also a formula; therefore, as both
(—=p1) and p, are formulas, if we apply the second rule again, we know ((—p;) — p») to
be a formula.

Just to conclude the definition of Lp, we will take any formula of this language
to be a sentence.

The language of propositional logic is then Lp = (Zp, Tp, Fp, Fp). It is easy to see
that the formulas of this language are, precisely, the propositional forms on the proposi-
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tional variables py, ps, .... That is why we will refer to the formulas in Fp as propositional
forms too.

Informally, for any formulas A,B € Fp, we will define the formula (A A B) as an
abbreviation of (—(A — (—B))), the formula A v B as an abbreviation of ((-A) — B), and
the formula (A < B) as an abbreviation of (A — B) A (B — A)).

1.8 Definition. Let S be a collection of symbols together with a signature function ¢ :
S — Z. For any s € S, we say that s is an n-ary function symbol if o(s) = n > 0; we
say that s is an n-ary predicate symbol if 6(s) = —n < 0, and we say that s is a constant
symbol if 6(s) = 0. Let {xq, ..., X, ...} be an arbitrary collection of symbols such that, for
any i € N, x; ¢ S. The alphabet % s ) associated to (S, o) is

>=Su{, >, V,()u{}uix,xo, ., x,, . 0

The set of terms Ts ) is defined inductively according to the following rules.

1. All the elements of the set {x, xy, ..., X, ...} of variables are terms.

2. All constant symbols are terms.

3. Given any n-ary function symbol f and given any n terms t, ..., t,,, the construc-
tion f(t,...,t,) is a term.

The set of formulas Fs ) is defined inductively according to:

1. Given any n-ary predicate symbol P and any n terms t4, ..., t,, the atomic formula
P(ty,...,t,) is a formula.
2. If A and B are formulas and i € IN, then (—A), (A — B) and (Vx;)A are formulas.

As in the informal treatment of predicate logic, given any formula of the form
(Vx;)A, the formula A is said to be the scope of the quantifier (Vx;). Moreover, any oc-
currence of a variable x; within the scope of a quantifier (Vx;) is said to be bound. If an
appearance of a variable is not bound, we say that it is free.

The set of sentences A(s ) is the set of all the closed formulas: the collection of
all formulas having no free occurrences of variables.

The language Ls5) = (2(5,6)> T(5,0), F(5,6)s A(5,0)) 18 said to be the first-order lan-
guage associated to (S, o).

Just as we did in the language of propositional logic, given any formulas A and
B in any first order language, we can define the formula (A A B) as an abbreviation of
(=(A — (—B))), the formula A v B as an abbreviation of ((-A) — B), and the formula
(A © B) as an abbreviation of (A — B) A (B — A). In addition, for any variable x;, we
will define (3x;)A to be an alias for (=(Vx;)(0A)).

1.9. First-order languages will make it easy to define the language of any theory built
in the framework of first-order logic. If you have perfectly understood the definition
I have given you, that’s wonderful! Just move on. Otherwise, if you feel a little bit
overwhelmed and are wondering why on earth I have just done this to you...let us have
asmall chat here. One of the most important skills you will learn in your journey through
the wonders of mathematics is being able to see beyond formal concepts. I have given
you a purely formal definition, and now you need to work on it to get the intuition
behind it. This might be the first time you are facing this kind of challenge, so let me
guide you through.
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The idea behind all of this is simple. The alphabet of any first-order language
always has an infinite amount of symbols representing variables (xy, ..., x;, ...), two con-
nectives (- and —), one quantifier (V) and some punctuation symbols (parentheses and
a comma). In addition, it may have some constants, some symbols representing predic-
ates and some symbols representing functions. These last objects are what can make
first-order languages distinct, and they are encoded in S and o. Instead of using a set for
the constants, a set for the predicate symbols and another set for the function symbols, I
thought it would be better to put them all in one set and use the ¢ function to distinguish
them. Why? Because we were going to need such a function anyway to specify the arity
of each of the symbols for, as you have seen, knowing the arity of a function or predic-
ate symbol is necessary when defining how terms and formulas can be constructed. So,
instead of having three sets and two arity functions (one for the set of predicates and
another one for the set of function symbols), why not use just one set and a “signature”
function? A signature of zero just means that symbol is a constant, a positive signature
that a symbol is a function, and a negative signature that it is a predicate. Moreover, the
absolute value indicates the arity. It is all more compact and simple to encode.

1.10 Example. (i) Any first-order language can be used as a language for predicate lo-
gic. Nonetheless, we will do it for the most general first-order language available: one
that contains an infinite amount of constants, predicates and functions. Our first-order
language L will be the one associated to the set S of all the symbols of the form

J J
Pi’ i (6]

with i, j € IN, and to the signature function o defined, for every i, j € N as

G(P{) = —j, G(fij) =], o(g) =0.

(ii) The language of first-order arithmetic is the first-order language associated to the set
S = {=,1,s,+,-} and the signature o(=) = -2, 6(1) = 0, 6(s) = 1, 6(+) = 2 and o(-) = 2.
Instead of witting =(x, y), +(x, y) and -(x, y), we will use infix notation and write x = y,
x + y and x - y respectively. Furthermore, x - y will often be abbreviated as xy.

The symbol = is meant to represent equality, + is meant for addition, - for mul-
tiplication, 1 is meant for the number one, and s for the successor function. I suppose
that wasn’t very surprising.

In order to simplify the notation and reduce the number of parentheses, by con-
vention, - will have higher precedence than + in the creation of terms. Thus x + y - z will
be parsed as x + (y - z) and not as (x + y) - z.

1.11 Syntax and semantics. With formal languages, we now have a formal device en-
abling us to precisely express statements about a particular theory. What remains to
be done is providing mechanical rules for transforming formulas in order to enable de-
ductions, and providing ways of deciding the truth or falsity of such formulas and the
validity of the methods of deduction. These two different tasks are tackled by syntax
and semantics respectively.

As we will soon see, the central object in syntax is that of a formal system: a
framework in which we can use a deductive machinery to operate with the formulas of
a language.
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The fundamental tools in semantics are interpretations. An interpretation is noth-
ing more than an assignment of meaning to the elements of a language. Thus, once a
formula is considered under a particular interpretation, we are able to decide its truth or
falsity.

The informal analysis of propositional and predicate logic that we have made has
been purely semantic. When we studied propositional logic, we developed a complete
and systematic understanding of the truth of propositional forms for each possible as-
signment of truth values to its variables; as we will soon formalise, those assignments of
truth values are the possible interpretations of propositional logic. In our study of pre-
dicate logic, we learned to identify the truth or falsity of formulas in a certain domain
of discourse; following the same ideas, an interpretation of any first-order language will
be nothing more than a choice of a domain of discourse and an assignment of meaning
to the symbols of the language under that domain.

112 Definition. A formal system S is a language L = (3, Ty, F1) together with a subset
= C Fp, of formulas known as its set of axioms and a set R of rules of inference. We write
S=(,ER).

We say that a formula P € F}, can be deduced from a set of formulas I' C Fy in the
formal system S if there exists a sequence of formulas Py, ..., P, with P,, = P such that,
for every i € {1,...,n}, P; belongs to = or I, or has been obtained by applying a rule of
inference on previous formulas of the sequence. If I' = @, P is said to be a theorem of S
and the sequence Py, ..., P, is said to be a proof of P in S.

If P can be deduced from I', we write I' -5 P. Furthermore, if I' = {Hy,...,H,,},
we can also write Hy,...,H,, g P. We can denote the fact that P is a theorem of S by
s P or by S = P. In addition, if the context makes it clear that the deduction or proof
is taking place in S, the symbol g can be safely replaced by .

113. I would like to make a small remark about the definitions I have just given you.
What we have done is a mere formalisation. Thus, if we are ever proving or deducing
something in any particular formal system, we will probably not find ourselves just ap-
plying inference rules in such a mechanical way as that described in the formal definition
of proofs.

Instead, in practice, we will use some methods that will enable us to reason in
a more intuitive and human-like manner, but always with the assurance that a “formal
proof” like the one we have defined can be constructed from that reasoning — even if
that would involve an unfeasible amount of mechanical work.

1.14 Notation. Instead of writing “Py, ..., P,, with P, = P” as we did in the previous defin-
ition, it is customary and convenient to write Py,...,P,, = P.

This is quite a bit more than something specific of this context. In fact, one should
always be flexible in the way they read notation. For instance, if I wanted to say “this
applies to the set A that is a subset of B”, I could just say “this applies to A C B”.

115 Proposition. Let FS be a formal system on a language L = (3, T,F). If I,T” C F are
collections of formulas and A and B are two arbitrary formulas, then:

(i) fT + A, thenT u{B} - A.
(ii)) H T - AandI” vu{A} - B, thenT uT” - B.
(iii) IfT - A, then T I B if and only if T u {A} - B.
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1.16 Definition. Given a language L = (2, T,F), an interpretation of L is an assignment
of meaning to the elements of L. The elements of L are nothing more than a bunch of
meaningless symbols. Under a certain interpretation, however, those symbols are given
an abstract reference. For example, in the formal language of arithmetic, the symbol 1
is nothing more than a meaningless character, but we can construct an interpretation in
which 1 represents “the number one”. The way in which these interpretations can be
constructed is different for each of the two “flavours” of logic that we have studied and
will be described, with full precision, later.

An interpretation of L will define two subsets of F: a subset of true formulas, and
a subset of false formulas; we denote that a formula A € F is true in an interpretation I
by I = A. Bear in mind, though, that there might be formulas that are neither true or
false.

A formula A € F is said to be valid in L if it is true in any interpretation. That is
denoted by = A.

Given a formula B € F and a collection of formulas I" C F, if whenever an in-
terpretation I satisfies I = A for every A € I', we have I = B, we say that B is a se-
mantic consequence of I' or that I' semantically entails B. In this case, we write I = B. If
I'={A4,...,A,}, we may also write Ay, ..., A, = B. Notice how @ = B is the same as = B.

117 Why bother?. At this point, one question might be popping up in your mind. You
should by now have a fully developed understanding of propositional and predicate logic
— an understanding that we have labelled as “semantic”. why isn’t that everything you
need? Why bother with the axiomatic method and with syntax altogether?

While what you already know is, probably, everything you will ever need to
know about logic in your future career as a mathematician, syntactical approaches in
general and the axiomatic method in particular have a purpose.

You see, logic is very intuitive, mechanical and simple; so much so that it some-
times seems just like a linguistic artefact. This will not be the case with mathematics.
When arguing about the truth or falsity of, let us say, a proposition (in propositional
logic), we have systematic semantic methods that enable us to do so. In mathematical
theories, such a thing does not exist.

How would you show me that there exists an infinite amount of prime numbers
in a semantic way? You cannot — at least unless you are able to write down an infinite
list of prime numbers to prove it. While it is semantically clear that there either is or
there is not an infinite amount of prime numbers, there is no way to decide semantically.
We need to have some structure enabling deduction: that is why we need syntax. The
purpose of a formal system is capturing the “essence” of the entities it aims to add syntax
to. Syntax aims to model an abstract reality in such a way that we can work in it whereas
semantics is concerned with the abstract realities themselves.

Of course, one should expect syntax and semantics — that is, formal systems
and interpretations — to work well together. In an ideal situation, we should all expect
that a formula be a theorem in a formal system if and only if it be true in any suitable
interpretation of its language. That is what should happen and, indeed, that is what we
know happens in the formalisations of propositional and predicate logic. Unfortunately,
that is everything we have. As we will later discuss, Godel showed that this perfect
harmony can never be reached for any formal system powerful enough to capture basic
arithmetic. I know, that is a real pain in the neck: syntax can only do its job perfectly
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wherever it is not necessary.
As catastrophic as this may seem, this is not that bad; in fact, depending on your
views on the philosophy of mathematics, it can be great news. Please, bear with me.

§2 Propositional logic. General definitions

2.1 A note on circularity. From now on, we will be working with propositional logic and
predicate logic as object theories. This unavoidably leads one to wonder what kind of
reasoning they should be able to use in their metatheory. I mean, it does not seem legit
to use propositional logic in order to study propositional logic, right?

Turns out we can safely do it. What we will be studying is not propositional
logic itself, but a formalisation of propositional logic. It should be out of question to any
rational being that propositional logic is perfectly valid (and, thus, that there is no harm
in using it). What will not be obvious, however, is that the formalisation of propositional
logic that we are about to present is correct and faithfully represents it.

2.2 Definition. The formal system P of propositional logic is defined by the tuple (Lp, Zp, Rp)
where Lp is the language defined in 1.7, the set of axioms =p consists of all the formulas
of the form

(P1) A— (B> A),
P2)(A>B—->0C)—>((A—->B)—>(A—0Q),
(P3) (-A — =B) = (B — A),

for A, B, C € Fp, and Rp has a single rule of inference:
{A,(A—>B)}tpB

for all A,B € Fp. This rule is known as modus ponens, MP for short.

2.3. As you may have already noticed, axioms such as (P1), (P2) and (P3) are not axioms
per se. Instead, they are “rules” for constructing the axioms; that is why they are called
axiom schemata instead of axioms. The axioms that are constructed using a particular
axiom schema are said to be instances of the schema. For example, the axiom (p; —
p2) — pq is an instance of the axiom schema (P1).

2.4 Definition. An interpretation of Lp based on the semantics of propositional logic is a
function i : Tp — {0, 1}. Each interpretation i induces a valuation function v; : Fp —
{0, 1} verifying the following semantic rules:

1. The function v; takes the same values as i on the set of propositional variables
Tp C Fp.

2. If A € Fp, then v;(A) = v;(—A).

3. If A,B € Fp, then v;(A — B) = 0 if and only if v;(A) = 1 and v{(B) = 0.

Given any propositional form A, we say that A is true in i if v,(A) = 1. If, instead,
v;(A) = 0, we say that A is false.

Valid propositional forms — that is, valid formulas in the context of propositional
logic — are referred to as tautologies. Propositional forms that are false under any inter-
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pretation of propositional logic are said to be contradictions.

2.5. It should be obvious that an interpretation is nothing more than an assignment of
truth values. The interpretation function i defined for the propositional symbols rep-
resents the assignment and then the “truth value” of the remaining formulas, given by
their image under v;, is obtained inductively by applying the semantic rules that define
the connectives - and —.

It should be obvious, according to the semantic rules that we have used, that
getting the value of v;(A) for a propositional form A and an interpretation i is the same
as getting the truth value of A under the assignment of truth values induced by i. Thus,
all the informal methods that can used to decide the truth or falsity of a propositional
forms can be safely used to compute valuations.

Notice, by the way, how we have redefined tautologies. The underlying meaning,
however, is the same.

2.6 Definition. Let L = (3, T, F, A) be a language and FS = (L, =, R) be a formal system
containing all instances of axiom schemata (P1), (P2) and (P3) among its axioms.

« If there exists no formula A € F such that g A and Fgg —A, the system FS is
said to be consistent.

« If, for every sentence A € A, we have g5 A or = —A, we say that FS is syntactic-
ally complete or, for short, complete.

« The system FS is said to be semantically complete if every valid formula is a the-
orem in FS. Conversely, if every theorem is a valid formula, FS is said to be
sound.

Let A be an axiom and let FS™ be the formal system obtained by removing the axiom A
from FS. If neither A nor —A are theorems of FS*, A is said to be an independent axiom.
Ideally, we want all axioms to be independent in order to avoid redundancy.

2.7 Example. We will prove that = A — A for any formula A. We will write down all
the steps of the deduction together with their justification.

(1) [(P1)] A - ([A—> Al = A),
2) [(P2)] (A= ([A—>A]>A) > (A= [A-AD - (A A)),
(3) [MP on (1), (2)] ((A —[A— A]) = (A - A)),

4) [(P1)] A - (A — A),

(5) [MP on (4),(3)] A — A.

2.8 Theorem (Deduction theorem in P). For any collection of propositional forms I" C Fp
and any formulas A, B € Fp, one can deduce I' v {A} -p B if and only if T p (A — B).

Proof. We will first show that I’ v {A} - B implies ' — (A — B) following a proof by
induction on the length n of the deduction of T'u {A} - B. If n = 1, there are only three
possibilities: either B=A,B €T, or B € Ep.

According to 2.7, any formula A verifies — (A — A), so, in particular, T - (A —
A). Thus, if B = A, it is obvious that ' u {A} -~ A implies T - (A — A).

IfBeTl orBeZp, T+ (A — B)follows from a trivial application of MP to B and
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(P1).1

Let us now assume the result to hold for deductions of an arbitrary length n and
prove it for those of length n + 1. If the deduction is of length n + 1, the formula B may
be, as in the base case, an axiom, equal to A, or an element of I'. But it may also have
been obtained from an application of MP on two previous elements of the deduction. In
this case, those elements have deductions of length smaller than n + 1 and, therefore,
they satisfy the result by the inductive hypothesis. Let us then assume that B has been
obtained from an application of MP to two formulas of the form X and X — B verifying
' (A > X)andT ~ (A —» (X — B)). Under these conditions, we can make the
following deduction fromI'.

(1) [By hypothesis, can be deduced fromT'] A — X,

(2) [By hypothesis, can be deduced fromI'l] A — (X — B),
3) [(P1)] (A > (X = B)) » ((A - X) —> (A — B)),

(4) [MP on (2), 3)] (A —X) — (A —B),

(5) [MP on (1), (4)] A — B.

We shall now prove the converse: assuming that I' — (A — B), we will show
that T u {A} - B. This is easy. Keeping in mind that I - (A — B) and, therefore, that
I'u{A} F (A — B), we can write an explicit deduction of T u {A} - B:

(1) [By hypothesis, can be deduced from I' u {A}] A — B,
(2) [Belongs toT u {A}] A,
(3) [MP on (2), (1)] B.
This concludes the proof. |

2.9. The deduction theorem is, perhaps, one of the most significant results in this section,
for it explains the confusion that the implication connective — generates.

The formula A — B is a formula in the object language, full stop. What we have
shown is that the meta-theoretic statement - (A — B) meaning “(A — B) is a theorem
in P” is equivalent to the meta-theoretic statement A -~ B meaning “B can be deduced
from A”.

We will later introduce the first-order version of this metatheorem, which will
shed even more light on this matter.

2.10 Theorem. The following metatheorems about propositional logic are true:

(i) IfT" € Fp and X € Fp are such that ' = X, then I' = X. In particular, if a formula
X € Fis a theorem in P, it is a tautology; which is to say that P is sound.
(ii) The formal system P is consistent.
(iii) Every tautology is a theorem in P. In other words, P is semantically complete.

These results show beyond any doubt that P is a correct formalisation of propositional

logic.

!Be aware that, when applying (P1), “A” in (P1) should be substituted by “B” and “B” by “A”
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Proof. (i) We proceed by induction on the length n of the deduction. If n = 1, then either
X €T (in which case the result is obvious) or X is an axiom of P. In order for the result
to hold, we need to see that every axiom of P is true under any interpretation, i.e., that
it is a tautology.

We shall first analyse (P1). I think we can both agree that, given any A,B € F,
the formula A — (B — A) either is or is not a tautology. Thus, we just need to show
that it is impossible for A — (B — A) not to be a tautology. Were that formula not
a tautology, there would necessarily exist an interpretation i under which it would be
false. Nonetheless, according to the semantic rules of propositional logic, that would
mean that v;(A) = 1 yet vy(B — A) = 0. But, by those same rules, v;(B - A) = 0 can
only mean that v;(B) = 1 and v;(A) = 0. Consequently, A — (B — A) can only be false
under an interpretation i verifying both v;(A) = 0 and v;(A) = 1. As that is impossible,
we can safely conclude that all the axioms defined by the schema (P1) are tautologies.

We can proceed in a similar fashion regarding (P2). Let A, B, C € Fp be formulas.
If an interpretation i is such that

D,
w(A > (B> C) - (A—>B) > (A->O)) =0,
D,

then we necessarily have v,(D;) = 1 and v;(D,) = 0. Having v;(D,) = 0 implies that
v,(A —» C) = 0and v;(A — B) = 1, which can only mean that v;(A) = 1, that v;(C) = 0 and
that v;(B) = 1. Simultaneously, v,(D;) = 1 with v;(A) = 1 leads to v;(B — C) = 1, which
— with v;(C) = 0 — could only be the case if v;(B) = 0. Having reached a contradiction,
we can conclude that all the axioms defined by (P2) need be true under any interpretation
and, therefore, that they are all tautologies.

Finally, let us tackle (P3). Given any two formulas A,B € Fp, if we assume an
interpretation i to exist such that

v(FA - -B) > (B - A)) =0,

it will need to verify (B — A) = 0 and v(-A — —-B) = 1. The former of these
conditions implies that v;(A) = 0 and v;(B) = 1, which — according to the semantic rules
— is equivalent to having v;(=A) = 1 and v;(—B) = 0. If v(-A — —-B) = 1 and, as we
have just shown, v;(—=A) = 1, then we necessarily have v,(—B) = 1, which is, as expected,
a contradiction. This proves that all the axioms defined by (P3) are tautologies.

Now that we have completed the base case, let us assume the result to hold for
deductions of length equal to or smaller than n, and we will prove it for those of length
n + 1. If the deduction has length n + 1, X may be an element of I" or an axiom as in
the base case, or it may have been obtained from an application of MP on two previous
elements of the deduction that, therefore, verify the result according to the inductive
hypothesis. Thus, we need to show that, given any two formulas of the form A and
A — B, if they are true in any particular interpretation i, so is B.

If v(A) = 1 and vi(A — B) = 1, it is obvious that we need to have v;(B) = 0.
Indeed, if v;(B) = 0 and v;,(A) = 1, that would yield v;(A — B) = 0. Thus, we have shown
that, for any interpretation i in which any two formulas A and A — B are true, B is true
too.
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(ii) Let A be a theorem in P. By (i), A need be a tautology and, therefore, for an inter-
pretation i, we will have v;(A) = 1. According to the semantic rules, this means that,
under any interpretation i, v;(—A) = 0. Consequently, A is not a tautology and since,
by (i), being a tautology is a necessary condition for any formula to be a theorem in P,
=A cannot be a theorem.

This shows that no formula A can verify both p A and Fp —A, and, therefore,
that P is consistent.

(iii) The details of this proof are pretty tedious to go through. If you feel motivated

enough to do it, feel free to visit A.3 in the appendices.
[

2.11 Lemma (Conjunction introduction rule). Let I' be a collection of propositional forms
and let A and B be two arbitrary propositional forms. One can deduce I' -p (A A B) if
and only if one can deduce both ' +p A and T p B.

Proof. If T = (A A B), then, since (A A B) — A and (A A B) — B are both tautologies
— and, therefore, theorems in P — it follows by a direct application of the MP rule that
I'-AandT - B.

Conversely, if I' = A and T - B, we know A — (B — (A A B)) to be another
tautology. Two applications of MP yield " - (A A B). [

2.12 Proposition. Given any propositional forms A and B, I' —p (A < B) if and only if
I'p(A—>B)andT p (B — A).

In particular, if I' = @, A < B is a theorem of P if and only if so are A — B and
B - A.

Proof. If we have bothT (A — B) andT I~ (B — A), by 2.11, we know that T - ((A —
B)A(B — A)), which is, according to our definition of <>, the same as T' -~ (A < B). The
converse is also a direct consequence of 2.11. |

213 Lemma. Let A, X and Y be propositional forms. If X < Y is a tautology and A’
denotes the propositional form resulting from replacing each appearance of X in A by
Y, then A & A’ is a tautology and, therefore, a theorem in P.

Proof. Let i be any interpretation. It suffices to notice that, as X <> Y is a tautology, we
always have v,(X) = v;(Y). Therefore, as A’ is obtained by replacing every occurrence
of X by an occurrence of Y, we necessarily have v;(A) = v;(A’). Consequently, v;(A <
A’)=1. [

214.1t is very easy to see that the following formulas are tautologies for any proposi-
tional forms A, B and C:

(i) ( AeoB)o (B« A),

(i) (AAB) & (BAA),
(iii) ((AAB)AC) © (AA(BAQ)),
(iv) (AvB)vC) < (Av(Bv(O)),

This, together with 2.13, should be enough to convince you that the conventions we
introduced in 0-2.4 can be safely used when working with Lp in P. In particular, this
shows that there is no harm in swapping formulas around the v, A and < connectives.
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215 Proposition. Let A, B, A, A,, B; and B, be propositional forms and I a set of pro-
positional forms.

(i) One can deduce T’ p (A — (B; A By)) if and only if one can deduce both T' p
(A - By)andT Fp (A — By). In particular, if ' = @, A — (B; AB,) is a theorem
of P if and only if so are A — B; and A — B,.

(ii) One can deduceT p ((A; AA,) — B;) if and only if one can deduce T p (A; —
(A > B))orT p (A; = (A; — B). In particular, if T = @, (A; AAy) > Bisa
theorem if and only if so are A; - (A; — B) or A, — (A; — B).

Proof. (i) Follows from a direct application of MP taking into account 2.12 and the fact
that
(A — (B ABy)) « ((A—By)a(A - By))

is a tautology:.

(ii) Follows from a direct application of MP taking 2.12 into account together with the
fact that both

((A;rAy) = B) « (A = (A; — B)),
((A;rAy) > B) & (A = (A - B))

are tautologies.
[

2.16 Proposition (Principle of explosion). Anything can be deduced from a false premise:
given any two propositional forms A, B € Fp, we have A, ~A - B.

Proof. 1t is easy to see that the formulas A — (A v B) and A — ((A v B) — B) are
tautologies. We know P to be semantically complete and, therefore, we know those
tautologies to be theorems of P. The deduction of B from A, —A is then very simple.

(1) [Premise] A,
(2) [Premise] —A,

(3) [Theorem] A — (AvB),

(4) [Theorem] —-A — ((AvB) — B),
(5) [MP on (1), (3)] AV B,

(6) [MP on (2), (4)] (AvB)— B,

(7) [MP on (5), (6)] B.

This completes the proof. |

§3 Predicate logic
3.1 Definition. Let L = (2, T, F) be a first-order language and £ C F a collection of formu-
las. The first order system H on the language L defined by the non-logical axioms € is the

formal system H = (L, Z,R) where = and R are defined as follows.
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The set of axioms E consists of £ and all the axioms defined by the schemata (P1),
(P2) and (P3) in addition to the following.

(Q1) If A is a formula, x; a variable and t a term not containing any variables quan-
tified in A, then ((vx;)A — A(x]t)). The formula A may or may not contain
occurrences of x;, When we use A(x;|t), we refer to the formula obtained by
replacing every occurrence of x; in A, should there be any, by t.

(Q2) If A and B are formulas, x; is a variable and A does not contain x; as a free variable,
then ((¥x)(A — B) - (A — (Vx)B)).

The set R of rules of inference contains modus ponens (which we have already
studied) and the rule of generalisation. The rule of generalisation states that, for any
formula A € F and any variable x; € T, A - (Vx;)A.

The formal system Q of first-order logic is the first-order system on the language
Lq defined in 1.10(i) with an empty set of non-logical axioms.

3.2. There are some important remarks that need to be made about the definition I have
just given you. The first of them concerns the purpose of the generalisation rule. When
we work in first-order logic, we are only concerned with closed formulas (sentences), so
the generalisation rule fixes the oddity of free variables by saying “hey, is there a free
variable in this formula? Well, that is the same as saying that the formula holds for every
possible value this variable can take”.

You see, when setting out the axioms for a first order-system, we could have done
so in such a way that no axioms would contain free variables. Nevertheless, that would
not have stopped anyone from trying to make deductions from non-closed formulas.
Hence, the only way to prevent the appearance of free variables in our variables would
have been to define first order languages in such a way that all its formulas were closed.
Doing so in a proper, inductive way is — as far as I know — unnecessarily complicated.
Furthermore, we would be losing a lot of expressive power. You know, sometimes free
variables have their place! Maybe not as theorems of a formal system, but would you
dare say that, if we were considering a first-order language of set theory, the formula
x = @isnotaformula? That does not seem right. So, instead of doing weird things when
defining our language, the most simple thing to do is to introduce the generalisation rule.

Let us now see the generalisation rule in action with a simple example. Notice
how, when combined with (Q1) and MP, it allows us to deduce, for any given formula A
dependent on a variable x;, that A = A(x;|x;). This enables us to relabel our variables in
our formulas freely, which is a pretty good deal.

With that sorted, there is a part of the definition that might have created some
confusion. Unless you paid close attention to 0-3.5, you might be having issues under-
standing how (Q1) and (Q2) are parenthesised. In (Q1), the scope of the first quantifier
is only A, whereas, in (Q2), the scope of the first quantifier is (A — B) and the scope of
the second is B.

If this has not been enough for you to fully understand what is going on, I invite
you to revisit 0-3.5 and take things a little bit more slowly!

3.3 Example. (i) A very interesting kind of first-order system is that of first-order sys-
tems with equality. These systems use the first-order language associated to any set of
symbols containing {=} with signature 6(=) = —2; in other words, it uses any language
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incorporating one additional symbol representing a 2-ary predicate. Instead of writing
=(x, y), it is customary to use infix notation and write x = y.

The set of non-logical axioms of these formal systems contains the following
formulas and schemata.

(E1) (vx). x = x.

(E2) (vx)(Vy).x =y —>y=x.

(E3) If f is an n-ary function symbol and t;, ... t, are terms, (Vx)(Vy). x = y = f(t1,.... X, ... ty) =
f(ts s Yo s ty).

(E4) If P is an n-ary predicate symbol and tq,...,t, are terms, (Vx)(Vy). x = y —
(P(t1y s Xy ty) > Py, ey Yy ooy By).

Only (E3) and (E4) are axiom schemata. The remaining items are axioms.

(ii) The standard first-order formalisation of arithmetic is known as Peano Arithmetic.
The formal system PA of Peano Arithmetic uses the first-order language of arithmetic
defined in 1.10(ii). It is a formal system using first-order logic with equality and —
addition to (E1), (E2), (E3) and (E4) — its non-logical axioms are:

(PA1) (vx). ~(s(x) = 1).

(PA2) (Vx,y).s(x) =s(y) > x = y.

(PA3) (Vx). x + 1 = s(x).

(PA4) (Vx,y). x + s(y) = s(x + y).

(PA5) (Vx).x-1=x.

(PA6) (Vx,y). x-s(y) =x-y+x.

(PA7) If A € F has a free variable x, (A(x]0) A (Vx)(A — A(x|s(x)))) — (Vx)A.

Axiom (PA1) simply states that, within the theory of arithmetic, 1 cannot be the suc-
cessor of any number. Axiom (PA2) establishes that two numbers are equal whenever
the numbers succeeding them are equal. Axioms (PA3) and (PA4) define addition, and
(PA5) and (PA6) define multiplication. Finally, the axiom schema (PA7) formalises the
principle of induction.

When I first studied this, the axiom schema of induction made me feel suspicious.
It kind of looks like a second-order axiom, doesn’t it? It seems like we are quantifying
over all the predicates! Isn’t that cheating? Well, no. There is a second-order form-
alisation of Peano Arithmetic that, instead of using this axiom schema, uses a proper
quantification over all the possible predicates, and the consequences of that seemingly
innocent difference are very significant. We will come back to this later.

3.4 Definition. Let S be a collection of symbols together with a signature function o. Let
L = (3, T, F) be the first-order language associated to (S, o). An interpretation I of L is the
assignment of a set Dy as the domain of the interpretation together with an interpretation
function yy mapping every ¢ € S with o(c) = 0 to an element y(c) € D, every f € S with
o(c) = n > 0 to an n-ary function y(f) : Dx -+ xD — D, and every P € S with
o(P) = —n < 0 to an n-ary predicate y(P) taking values in D. Instead of writing y(c),
u(f) and y(P), we will often use ¢, f and P, provided there is no room for ambiguity, in
order to make our notation more clear.

To put it in less formal terms, an interpretation is nothing more than the defini-
tion of a domain (in which the variables of the languages are meant to take values) and
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an assignment of constants in that domain to the constant symbols of the language, of
n-ary predicates taking arguments in the domain to each n-ary predicate symbol of the
language, and of n-ary functions taking arguments in values in S to every n-ary function
symbol of the language.

Let us then consider an arbitrary interpretation I on L. An assignment of values
(assignment, for short) is any function o : {xy, ..., X, ...} — Dy that can be extended to
a function a : T — Dy by defining, for every n-ary function letter f € S,

a(f(xs e %)) = f(@(xp), oo, ().

Each of these assignments induces a valuation function v, : F — {0, 1} defined by the
following inductive rules:

1. If P € S is an n-ary predicate letter and ¢y, ...,t, € T, then v (P(¢y,...,t,)) = 1if
and only if the predicate P holds for (a(t,), ..., &(t,)).

2. If A,B € F, then v,(A — B) = 0 if and only if v,(A) = 1 and v,(B) = 0.

3. If A € F, then v,(—A) = 1 if and only if v,(A) = 0.

4. If A € F, then v,((vx)A) = 1 if and only if, for every assignment o’ verifying
o’ (xj) = ax;) for every index j # i, vyr (A) = 1.

If, given a formula A € F, v,(A) = 1, it is said that the assignment « satisfies the formula
A. Informally speaking, the only purpose of assignments is, as their name suggests,
assigning a value to the variables in the formulas. A formula is true in an interpretation
I if and only if it is satisfied by every assignment in I. Analogously, a formula is false in
Iif and only if it is not satisfied by any assignment in L.

Two interpretations I and ] of a language L are said to be isomorphic if they are
equal up to a relabelling of the elements of their domains. To put it in formal terms, they
are said to be isomorphic if there exists a bijective function 6 : Dy — Dj verifying, for
every constant symbol ¢ € S, 15(c) = 0(1y(c)); for every n-ary function symbol f,

u(f) + Gepyees %) = 07 (G (HOC), .., OCxn)),

and, for every n-ary predicate letter P, y;(P)(xy, ..., x,) if and only if 1;(P)(0(xy), ..., 0(x;,)).
Given a first-order system H over a first-order language L, an interpretation I of
L is said to be a model of H if all the axioms of H are true in I. Some first-order languages
and systems are built with a particular model in mind; these models are known as the
intended interpretations or standard models. Any model of a formal system that is non-
isomorphic to the intended interpretation is said to be a non-standard model.

3.5 Example. The intended interpretation ./ of the first-order language of arithmetic
defined in 1.10(ii) is defined by taking the set of natural numbers IN as the domain of
discourse and by making the following assignments:

+ The constant 1 is the number 1 € IN.

+ The predicate = is the binary predicate that is true if and only if its two arguments
are the same number.

+ The function s is the function taking every x € N to x + 1 € IN.

+ The function + is the function taking every x,y € Nto x +y € IN.

+ The function - is the function taking every x,y € Nto x -y € N.
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It should be obvious that /4" is a model of PA.

The formula (x + 1) + 1 = s(x) + 1 is true in /" because, regardless of the value
that x is given in any assignment o, the formula is satisfied; given any n € I, it is true
that (n + 1) + 1 = (n + 1) + 1. Notice how this last expression is not meant to be a
formula of the formal language, but a “real” (semantic) statement about IN. A formula in
a formal language is a meaningless sequence of symbols. But what we have written is
just a representation, with the usual notation of arithmetic, of (n+1)+1 = s(n) + 1, which
in turn represents the statement “adding one to n plus one is the same as adding one to
the number that goes after n”. Analogously, it is easy to see how the formula (x +1) = x
is false in .#". Now, let us consider the formula x = 1. Is it true? Certainly not! It suffices
to consider any assignment o with a(x) # 1. Nevertheless, it is not false either, for it is
satisfied by any assignment o with o(x) = 1.

Let us now define a model isomorphic to .#". We just need to consider the inter-
pretation /" obtained by

« using N’ = {1/,2’,3’, ...} instead of IN;

« using the constant 1’ instead of 1;

« using the functions x” +” y’ = (x + y)’ instead of +, and x” - y’ = (x - y)’ instead
of -,

« and using the relation x” =" y’ defined to be true if and only if x = y instead of
using the relation =.

To conclude this example, there is one question that we need to answer: are there
any non-standard models of Peano Arithmetic? Yes, there are. Nonetheless, getting to
those models truly goes beyond the scope of this book.

The only way to have a formal system of arithmetic without non-standard models
is to use second-order logic: and that is because of the axiom schema we discussed
before! You see, the axiom schema we used when defining PA is much weaker than a
quantification over all the possible predicates, for it only takes into consideration the
predicates that can be defined within the language of arithmetic, and those predicates
need to be formulated with a finite combination of symbols! Thus, there is an infinite
amount of predicates that the formulas of our language cannot capture.

You may then wonder, why don’t we study second-order logic? Well, second-
order logic has its oddities too, and, as we will later see in our study of set theory, first-
order logic will suffice to define a formal system able to “contain” all mathematics (and,
yes, that kind of includes second-order arithmetic).

3.6 Theorem (First-order deduction theorem). Let H be a first-order formal system over
a first-order language L = (Z, T, F) with a set of axioms Z. For any collection of formulas
I' CF, any closed formula A € F and any formula B € F, if one can deduce I' u {A} 4 B,
then T 4y (A — B).

Conversely, even if A is not closed, if T -y (A — B), then T u {A} 4 B.

Proof. The reasoning followed in 2.8 to show that T' u {A} - B implies T -+ (A — B) is
perfectly valid for first-order systems. We just need to extend it in order to take into
consideration the generalisation rule.

Proceeding by induction as in 2.8, let us then assume that B has been obtained
by an application of the generalisation rule on a formula X such that, according to our
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inductive hypothesis, I' - (A — X). We will assume that, for a certain variable x;, B is
of the form (Vx;)X. In order to show that I' — (A — B), we just need to consider the
following deduction from I'.

(1) [By hypothesis, can be deduced fromI'] A — X,
(2) [Generalisation on (1)] (Vx;)(A — X),

(3) [(Q2)] (¥x;)(A = X) = (A = (vx)X),

(4) [MP on (1), (3)] A — (vx)X.

The proof of the converse is completely analogous to that of 2.8. Furthermore,
as we pointed out in the statement of the theorem, for the converse to be true, A need
not be closed. [ |

3.7. Let A € Fp be any tautology of propositional logic. Given any first-order language L,
any first-order formula obtained by replacing the propositional symbols in A by formulas
of L is also said to be a tautology in L.

For instance, we know A — A € Fp to be a tautology. Thus, the formula
(vx;)P1(x;) = (¥x;)P}(x,) is a tautology in Lo.

3.8 Proposition. Let H be an arbitrary first-order system defined on a first-order lan-
guage L = (Z, T, F).

(i) Any tautology in L is a theorem of H.
(ii) Any tautology in L is a valid formula.

Proof. (i) Let A be a tautology in propositional logic and let A’ € F be the first-order
tautology obtained by substituting the propositional symbols of A by formulasinL. AsP
is semantically complete, —p A and, therefore, we there know to exist a proof (A, ..., A;,)
in P with A,, = A. We can then consistently substitute all the propositional symbols in
the proof by their corresponding formulas in L in such a way that A;, = A’. Thus, we
are led to a proof of A’ in H because the MP inference rule and the axiom schemata (P1),
(P2) and (P3) are included in H and, consequently, - A’.

(ii) As before, let A € Fp be a tautology of propositional logic and let A” € F be a first-
order formula obtained by substituting the propositional symbols in A by formulas in L.
Let By, ..., B, be those distinct formulas and, without loss of generality, let p;, ..., p, be
the respective propositional symbols being substituted by them.

Before diving into the proof, let us extend our notation. For any formula P € Fp
using, exclusively, the propositional symbols py, ..., p,, we will denote by P’ the first-
order formula in L obtained by replacing every propositional symbol py in P by B.

Let us consider an arbitrary interpretation .# of L. We need to show that, for
any assignment of values o in ., v,(A) = 1. In order to achieve this, we will first prove
that — for any interpretation i of propositional logic verifying, for any k € {1,...,n},
vi(pr) = vo(Br) — we have vy (A”) = v;(A), which will be equal to 1, since A is a tautology.

We will prove our claim by induction on the number of connectives m in A.
For the base case m = 0, A’ will be p;. Thus, by the definition of i, it is clear that
vi(p1) = v¢(B1). Let us now assume our claim to hold for an arbitrary m € IN u {0} and
prove it for m 4+ 1. There are three cases we need to consider: A may be of the form
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X = pg, pr = X or =X for some k € {1,...,n} and for some X € Fp having m connectives.
In the first case we mentioned, we have a formula of the form X — pp with v;(X) = v,(X")
and vi(pr) = v4(Br). By the semantics of propositional and predicate logic, we know
that both v,(X” — Bg) and v(X — p) are 0 if and only if v,(X’) = v(X) = 0 and
ve(Br) = vi(pr) = 1, and they are both 1 otherwise. Hence, they always have the same
value. The proof for the second case is analogous. Lastly, the third case is trivial: if
vi(X) = v (X’), then v;(=X) and v,(X’) will both be 0 if and only if v;(X) = v,(X") = 1
and 1 otherwise.

3.9. Let A € Fp be any contradiction of propositional logic. Given any first-order lan-
guage L, any first-order formula obtained by replacing the propositional symbols in A
by formulas of L is also said to be a contradiction in L. It can be easily shown, in full
analogy with the proof of 3.8(ii), that any first-order contradiction is false under any
interpretation. I will leave the details for you.

3.10. The fact that any tautology in a first order system is both a theorem and a valid
formula enables us to import effortlessly many results from propositional logic into pre-
dicate logic. In the remainder of this section, we will present a bunch of those results ref-
erencing their analogues in our treatment of propositional logic. If no proofs are given,
it is because — once 3.8 is taken into consideration — they are practically identical to
those provided in our study of propositional logic.

3.11 Lemma (Analogue of 2.11). Let H be a first-order system on a first-order language
L = (3, T,F). LetT C F and let A and B be two arbitrary formulas. One can deduce
I' 4 (A AB) if and only if one can deduce both T -y A and T - B.

3.12 Proposition (Analogue of 2.12). Let H be a first-order system on a first-order lan-
guage L. Given any formulas A and B of L, T -y (A < B) if and only if T -y (A — B)
andT 4y (B — A).

In particular, if ' = @, A < B is a theorem of H if and only if so are A — B and
B— A

3.13 Proposition (Principle of explosion. Analogue of 2.16). In an arbitrary first-order
system H, anything can be deduced from a false premise: given any two formulas A, B
in its language, we have A, ~A 4 B.

3.14 Lemma. Let H be a consistent first-order system with a set of non-logical axioms &.
If A is a closed formula that is not a theorem in H, the formal system H* obtained from
H by adding —A as a non-logical axiom is consistent.

Proof. Let us assume that H” is inconsistent and, therefore, that, for a formula B € F,
both B and —B are theorems of H*. From the principle of explosion 3.13, it follows that
= A. Nevertheless, since H* is nothing more than H with —A as an additional axiom,
any proof in H" is a deduction from —A in H. Therefore, 7A 4 A.

By hypothesis, A is closed and so must be =A. Under these conditions, we can ap-
ply the deduction theorem to conclude that - =A — A. In addition, since the tautology
(mA — A) — A is a theorem of H, so an application of MP yields - A, which cannot
be the case according to our hypotheses and proves that H* need be consistent. |
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3.15 Theorem. Let H be any first-order system on a first-order language L = (3, T, F).
The following metatheorems are true.

(i) Every instance of the axiom schemata (P1), (P2), (P3), (Q1) and (Q2) in L is valid.
Consequently, verifying the non-logial axioms of a first-order system is sufficient
to show an interpretation to be a model.

(ii) Let . be a model of H. If, given any collection of formulas I' C F and any formula
A € F, it can be deduced that ' - A, then ./ =T implies # = A. In other words,
if I' — A, any model in which all the formulas in I" are true makes A true too.
If, in particular, we take I' = @, this means that any theorem of H is true in any
model of H.

(iii) If H has a model, it is consistent.

(iv) If H is consistent, it has a model.

(v) Any valid formula A in L is a theorem in H. In other words, any first-order system
is semantically complete.

Proof. (i) All instances of the axiom schemata (P1), (P2) and (P3) are, undoubtedly, tau-
tologies; therefore, applying 3.8(ii), we already known them to be valid formulas. Let
us then focus on the axiom schemata (Q1) and (Q2) and show that all of their instances
are valid. For this purpose, we will consider an arbitrary interpretation . of L and an
arbitrary assignment of values a in .&.

Let us begin with (Q1). Let A € F be an arbitrary formula, x; € T be any variable
and ¢t € T be any term containing no variables that are quantified in A. We need to show
that v, ((Vx)A — A(x;t)) = 1. If we had v ((vx;)A — A(x|t)) = 0, then, necessarily,
ve((Vx;)A) = 1 and v (A(x;|t)) = 0. Nevertheless, the fact that v,((Vx;)A) = 1 means
that, for any valuation o’ with a(x;) = o’(x;) for any i # j, we have v, (A) = 1. We will
consider a particular o’ satisfying a’(x;) = t . Since none of the variables present in t are
quantified in A, it follows that v, (A(x]t)) = vy (A) = 1. Asitis impossible for v, (A(xt))
to be both 0 and 1, we can conclude that it is impossible for v, ((Vx;)A — A(x¢t)) to be 0.

Lastly, let us analyse (Q2). Let A, B € F be any formulas and let x; be any variable
not appearing free in A. Let us assume that

Vo (Vx)(A = B) = (A — (vx)B)) = 0.

In this scenario, we have v,((Vx;)(A — B)) = 1 and v4(A — (Vx;)B) = 0 simultaneously.
If v ((vx;)(A — B)) = 1, then, for any assignment o’ with o’(x;) = a(x;) for any i # j,
we have v,-(A — B) = 1. Since x; does not appear as a free variable in A and all such
assignments o’ only differ in o’(x;), their valuations of A are either all equal to 1 or all
equal to 0. If they were all equal to 0, then, in particular, v,(A) = 0, which would mean
that v,(A — (Vx;)B) = 1, and that would contradict our hypothesis. Thus, all those
assignments o’ need to verify o’(x;) = 1. Nevertheless, since, vy(A — B) = 1, this
means that v/, (B) = 1 for any o’. It is then immediate that v,((Vx;)B) = 1 and, therefore,
that v,(A — (Vx;)B) = 1, which, again, would contradict our initial assumptions. It
follows that, necessarily, v, ((Vx)(A — B) - (A — (Vx;)B)) = 1.

(if) We proceed by induction on the length n of the deduction (A, ..., A,) with A, = A
of T - A. The base case n = 1 is trivial: if the deduction is (A) then A may be an axiom
(which is, by definition, true in any model) or an element of I' (which is, by hypothesis,
true in /).
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Let us assume the result to be true for any natural number smaller than or equal
to an arbitrary n € IN and let us prove it for n + 1. If we have a deduction with n + 1
elements, A may still be an axiom or an element of I' (if that were the case, we have
nothing to worry about), but it may also have been obtained by applying the MP rule
or the generalisation rule on previous elements of the deduction. These elements have
deductions of length smaller than n + 1 and, therefore, the inductive hypothesis applies
to them.

If A has been obtained by an application of MP to two formulas of the form X
and X — A verifying #/ F X and #/ E X — A, is A true in /#? We know that any
assignment of values a verifies v,(B) = 1 and v,(B — A) = 1. That can only mean that
vo(A) = 1 for any assignment o and, therefore, that ./ = A.

If, on the other hand, A is a formula of the form (Vx;)X and has been obtained
by an application of the rule of generalisation to X with /# = X, is A true in /#? Any
assignment a verifies v,(X) = 1 and, for (Vx;)X to be true, we need to have v,((vx)X) =
1 for any assignment o. Let us consider an arbitrary assignment o and show it. By
definition, v, ((vx;)X) = 1 if and only if, for every assignment o with o’(x;) = a(x;) for
j # i, we have v, (X) = 1. Is that the case? Of course it is...didn’t we have /# & X?

By the principle of mathematical induction, the proof is complete.

(iii) According to (ii), any theorem in H needs to be true in .#. Thus, if A is a theorem,
every assignment o verifies v,(A) = 1 and, consequently, v,(—A) = 0, so —A is false in
A and cannot be a theorem of H.

(iv) This is an important result, but the proof is pretty lengthy and technical. If you are
curious about the proof and want to go through it, check out A.5 in the appendices.

(v) Let A € F be a valid formula and let us assume that i+ A and that H is consistent.
According to 3.14, the formal system H” obtained by adding the axiom —A to H is con-
sistent. Applying (iv), we know H* to have a model .Z, and, by the very definition of
model, Z = —A, which means that A will be false in .#. Nonetheless, that is impossible
for, by hypothesis, A is valid and, therefore, true in every interpretation. Consequently,
every valid formula is, necessarily, a theorem in H.

If H is not consistent, any formula is a theorem by the explosion principle and
the result is trivial.

3.16 Theorem. The following metatheorems about the formal system of predicate logic
are true:

(i) All the theorems of Q are valid formulas: Q is sound.
(ii) The formal system Q is consistent.

Proof. (i) According to 3.15(i), any interpretation is a model of Q. Moreover, applying
3.15(ii), any theorem of Q must be true in every model of Q, i.e. in every interpretation.
This means that every theorem of Q is a valid formula.

(ii) We know, thanks to 3.15(i), that Q has a model (it can be any interpretation). Thus,
the result is a direct consequence of 3.15(iii).
[ |
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3.17 Lemma (Analogue of 2.13). Let H be a first-order system on a language L. Let A, X
and Y be formulas of L. If X < Y is a valid formula in L and A’ denotes the formula
resulting from replacing each appearance of X in A by Y, then A & A’ is a valid formula
and, by 3.15(v), a theorem in H.

3.18. In 2.14, we saw how the informal manipulations of propositional forms — e.g., re-
moving parentheses or swapping formulas around A or v — can be safely used in P. That
same reasoning should also be enough to convince you by now that those manipulations,
together with the conventions set out in 0-2.4 and 0-3.5, can be used in any first-order
system.

In addition, it should be clear that the informal use of the pseudo-quantifiers that
were introduced in 0-3.8 is perfectly safe in any first-order system accepting them.

3.19 Proposition (Analogue of 2.15). Let H be a formal system on a language L. Let A, B,
A, Ay, B; and B, be formulas of L and I" a set of formulas of L.

(i) One can deduce T 4 (A — (B; A By)) if and only if one can deduce both T'
(A - By)andT 4 (A — B,). In particular, if ' = @, A — (B; AB,) is a theorem
of H if and only if so are A — B; and A — B,.

(ii) One can deduceT Fy ((A;AAy) — By) if and only if one can deduce T - (A; —
(Ay > B))orT Iy (Ay = (A; — B). In particular, if T = @, (A; AAy) > Bisa
theorem if and only if so are A; - (A, — B) or Ay, —» (A; — B).

3.20. The remarks that we made about the deduction theorem in 2.9 are as valid for
first-order closed formulas as they were for propositional forms. Nevertheless, they are
not true for formulas with free variables.

In a first-order system, given two formulas A and B, A - B and = A — B are not
necessarily equivalent if A is not closed. If A has free variables, the statement - A — B
is stronger than A + B; and, from a semantic perspective, it is obvious why this is the
case.

Going back to 3.15(ii), we know that if A - B, then any model making A true
makes B true. If, instead, - (A — B), we know that A — B is true in any model of the
system and, therefore, that — in any model — any assignment satisfying A also satisfies
B.

For example, in PA, the generalisation rule yields x = 1 ~ (Vx). x = 1 while,
clearly, + (x = 1 — (Vx). x = 1). On the other hand, - (x = 1 — s(x) = s(1)) and,
consequently, x = 1 I s(x) = s(1). You see, saying that A - B is the same as saying
that B is a theorem if we add A as a general assumption (i.e., as an axiom of the formal
system), whereas - A — B means that, in our formal system, whenever A is true, B
is true. Do you remember when I told you that removing formulas with free variables
would make us lose expressive power? This is what I was talking about.

In mathematics, when working inside any first order system, it is extremely com-
mon to represent — for any two formulas A and B — the statement A - BasA — B.
Be aware that A = B, unlike A — B, is a statement in the metalanguage. Using
A = Binstead of - A — B is so common that some mathematicians do not know
what = A — B means, so, unless you want to be frowned upon, always stickto A = B
unless, of course, you are working on mathematical logic as we have been doing.

In full analogy, given any two formulas A and B in a first-order system, A < B
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is used to mean — A < B. This, as with = , is stronger a statement than saying both
AFBand B A.

3.21 Theorem. Let us consider an arbitrary first-order system.

(i) Let A and B be any formulas. Proving that A = B is equivalent to proving the
contrapositive: =B = —A.

(ii) Let X be any formula and let C be any contradiction. Proving that X is a theorem
is equivalent to showing that -X = C. In particular, if X is of the form A — B,
proving A = B is the same as showing

AA-B = (AA-A),

where we have used the fact that A A =B is equivalent to (A — B). The use of
this technique is known as doing a proof by contradiction.

Notice how any proof that makes use of the contrapositive can be trivially transformed
into a proof by contradiction, but not conversely.

Proof. (i) Let us assume that A = B, this is, that = A — B. As we know (A - B) &
(=B — —A) to be a tautology and, therefore, a theorem in our formal system, a direct
application of MP and 3.12 yields - =B — —A. The converse is analogous.

(ii) The proof of this statement is analogous to that of (i) and relies on the fact that the
formula X < (=X — C) is a tautology.
[

3.22. And now, as we reach then end of the chapter, it is time for us to address the issue
that we considered in 1.17 and discuss a deep topic: Godel’s incompleteness theorem.

Now that we leave our analysis of mathematical logic behind, we will begin work-
ing in the formal system of set theory that unifies all mathematics. What properties
would we like that system to have? We would certainly like it to be consistent and syn-
tactically complete. In other words, given any formula A, we want either A or —A to be
a theorem because, whenever you have a property of set theory, you know that either
it or its negation are true and, of course, you would like your system to be powerful
enough to deduce the true one (and only the true one).

If you were a committed formalist and you believed that mathematics is just a
game of symbols with some rules, you would also want the formal system to be able to
prove its own consistency in order for everything to fit nicely. In fact, were you not able
to do that for basic arithmetic, all the work we have done would render meaningless for
you because, in order to prove results about the formal system of propositional logic,
we have been using some basic properties of the natural numbers and arithmetic. Thus,
from the point of view of a pure formalist, the only way to see what we have done as
valid would be formalising our reasoning in a formal metatheory that would need to
capture basic arithmetic and prove its own consistency.

There are some nice properties that we could also ask our formal system to have
(like all their axioms’ being independent), but that is insignificant when compared with
the importance of what we have just discussed.

Now, the question is: has anyone managed to do such a thing? Has anyone been
able to prove the consistency of mathematics within mathematics? The answer is no,
and that is for a very good reason...
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3.23 Theorem (Kurt Godel). Let H be any consistent formal system capturing elementary
arithmetic.

(i) The formal system H is not syntactically complete.
(if) The formal system H cannot prove its own consistency.

Proof. This one does go far beyond the scope of this book. Nonetheless, if you have the
time for it — depending on you level of understanding, it may take you a few days, —
I invite you to read Godel’s original proof at some point. You can find it in [3]. Itis a
pretty illuminating experience. |

3.24.1 should warn you that what follows is a personal, partially subjective remark.
That theorem was...intense, wasn’t it? If you are a formalist, please accept my condol-
ences. Just as Russel’s paradox sentenced logicism by showing that we cannot reduce
mathematics to logic, Gédel’s theorem killed pure formalism by proving that no formal
system is able to capture all mathematics or even formally prove its consistency. In other
words: syntax is not enough; symbols are not enough; there is something else.

Now does this mean that arithmetic may be inconsistent? From a purely formal
point of view, yes. From a human point of view, of course not. We, as humans, can see
further beyond mere formalisations of theories, and, even if we cannot prove it formally,
we know that Peano Arithmetic is consistent. Why? Because we see arithmetic: the
reality of arithmetic is one that we have already explored through our minds and know
to exist and be consistent. This fact cannot be captured formally, but that does not make
it any less real.

This very same reasoning will also be applicable to the formalisation of set theory
that we will soon introduce and that — as we will see — includes Peano Arithmetic and
is thus affected by Godel’s theorem.

I am, of course, not trying to make a case for fully disregarding formalisation. Our
minds are extremely fallible, and a formalist approach to mathematics is, to some extent,
indispensable; furthermore, there is a special beauty in exploring the inner workings of
reason, and that can only be done in a formal framework. Nevertheless, we should not
forget that formalisation, in spite of its undoubted importance, is still a tool, not an end.
The art of mathematics goes far beyond the mere manipulation of symbols.

I will leave it there. An in-depth treatment of these issues is more suitable for a
philosophy book. If you would like to get more insights on the philosophy of mathem-
atics, I encourage you to read [1].

§4 ZFC Set theory

4.1 ZFC set theory. The standard axiomatisation of set theory is known as ZFC. The Z
and the F stand, respectively, for the mathematicians Ernst Zermelo and Abraham Fraen-
kel. The C stands for the controversial axiom of choice, so, yes, there is an axiomatisation
of set theory known as ZF that does not include this axiom.

The formal system ZFC in which we are going to formalise set theory uses first-
order logic with equality and is built on the first-order language with set of symbols
S = {=,€,@} and signature o(=) = -2, o(€) = —2 and o(®) = 0. Both = and € are
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used with infix notation. If two elements x and y satisfy x = y or x € y, we will say,
respectively that “x is equal to y” and that “x is an element of y”. We can also say that
“x is contained in y” to mean that x € y. The constant @ will be referred to as the empty
set. The elements of the domain of any model of ZFC are called sets.

For any two variables (sets) x and y, we introduce the notation x C y as an ab-
breviation of the formula (Va). a € x — a € y for any variable a not occurring anywhere
in the formula where x C y is being used. If two sets x and y satisfy x C y, we say “x is
included in y”.

We will now present all the non-logical axioms of ZFC and analyse them from a
semantic perspective.

(ZF1) Axiom of extensionality: (Vx)(Vy). ((Va).(a€ x ©» a€y)) - x=y.

In layman’s terms, the axiom of extensionality means that any two sets with the same
elements are equal. In addition, using this axiom, (E4), 3.12 and the generalisation rule,
one can easily deduce that

Vx)(Vy).x =y ((Va).aex <> acy).

(ZF2) Axiom of the empty set: (Vx). =(x € @).

The axiom of the empty set, as anyone should expect, simply states that @ has no ele-
ments. Furthermore, it follows from (ZF1) that any element verifying this property is
equal to @.

(ZF3) Axiom of union: (VX)(3U)(Vx)(Va). (x e Xna € x) > a € U.

The axiom of union states that, given any set X, there exists a set U containing all the
elements of the sets in X. Informally, this means that, given any collection of sets X,
there exists a set that contains the union of all the sets in X.

(ZF4) Axiom of infinity: (3X). @ € X A (Vx).
xeX->@Ay)yeXar(Va).aey - (a=xv(vb)(beab=x))).

I know what you are thinking and you are right; the axiom of infinity is a mess. There
are simpler ways to present this axiom, but this is by far the most formal of all, and, you
know, if we are going to do a formal treatment of set theory, let us do it properly! You
and I are warriors, not soldiers.

If you take your time to analyse it, you will see that it postulates the existence of
a set X having @ € X and verifying, for every x € X, x u {x} € X. Notice that we have not
yet defined what x u {x} means in ZFC, but we have already done an informal treatment
of set theory and you should know that, with that, I (informally) mean “the set having
as elements x and a set that only has x as an element”.

You may wonder what the point of this axiom is. Turns out this will enable us to
define the natural numbers and, from there on, the rationals, the reals...you name it!

(ZF5) Power set axiom: (Vx)(3P)(Va). a C x — a € P.

The power set axiom — which, after going through the axiom of infinity, looks
ridiculously simple — simply establishes the existence, for any set x, of a set containing
each subset of x, i.e., its power set.
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(ZF6) Axiom of regularity: (Vx). =(x = @) - (3y)(y € x A ~(3z)(z € y A z € X)).

This axioms guarantees the existence in any non-empty set x of an element y containing
no elements of x. To put it in perhaps clearer terms, it says that no set x can only consist
of sets having elements of x.

The best way in which you can see why the axiom of regularity need be true is
by trying to construct a set contradicting it.

(ZF7) Axiom schema of replacement: for any formula { in which there are only free
occurrences of x and y and in which there are no quantifications over X and Y,

(Vo)@AYIY = (vX)EAY)(VY). y € Y & (Fx)(x € X A Y).

What the axiom of replacement tells us is that, if we are given a formula? Y(x, y) that,
for each value of x, is true for one unique value of y — in other words, if {(x, y) behaves
like a function, — then, given any set X, there exists a set Y containing, exclusively, all
the elements y for which there exists an x € X verifying {yi(x, y).

Putting it simpler terms, this means that if a “function” f taking any set x to a set
y can be expressed as a formula A(x, y) that is true if and only if f(x) = y, then, for any
set X, there exists a set containing the image of X under f. Of course, these formulas are
not functions within set theory: a function within ZFC need be an object of ZFC and,
therefore, a set, not a formula! We will later on define the concept of a function in ZFC
in a precise and formal manner.

(ZF8) Axiom of choice: (VX). (Vx)(x € X = (=(x = @)A
Vy).yeXA-(x=y) > (Fa).acxnacy)) —
((3@S)(¥s).s€S > ((Ax). xeXArsexn(V2)(~(z=a)rz €S) > —(z € x)))).

What this famous and controversial axiom of choice is telling us is something that is,
well, obvious. It is simply stating that, given any collection X of non-empty sets that
have no elements in common, there exists a set S containing one and only one element
from every set in X. This assumption is extremely natural and so are the consequences
that are derived from it — at least from my personal perspective — but the poor axiom
of choice is rejected by some people (see [1] for reference). Please, give him some love
and say with me “I choose choice!”.

By the way, if you were, by any chance, hoping that there could be a way to
prove that either the axiom of choice or its negations would make ZF inconsistent and
thus settle this debate of choice versus no choice once and for all...I have bad news.
The axiom of choice is independent from ZF and, if ZF is consistent, so is ZF with the
axiom of choice and so is ZF with the negation of the axiom of choice. So, at the end
of the day, accepting or negating the axiom of choice is not a mathematical issue, but a
philosophical one. This is one of those things that makes mathematics look more like a
religion than like a science.

We shall now introduce a pretty solid collection of definitions and results. All
those definitions and results that follow are done within ZFC unless otherwise stated.

4.2 Proposition. The following elementary properties of sets are true:

?We are using the informal notation {(x, y) to represent an arbitrary formula { having two free vari-
ables x and y.
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(i) Let X be a set. Both X and @ are subsets of X.
(ii) Two sets X and Y satisfy X = Yifand only if X C Yand Y C X.

Proof. (i) It is obvious that X C X. In regard to @, for it to be a subset of X, the formula
(Vx)(x € @ = x € X) needs to be satisfied. Since, according to (ZF2), no set x can verify
x € @, the formula x € @ — x € X is satisfied for any x and X. Thus, the empty set is a
subset of any set.

(ii) Immediate from (ZF1) and from the definition of C.
|

4.3 Theorem (Schema of specification). Let ¢ be a formula in the language of set theory
with a single free variable. Given any set X, there exist the subset Y C X of elements x €
X verifying @(x). Such a set is described using set-builder notation: Y = {x € X | ¢(x)}.

Proof. If there are no elements x € X satisfying ¢(x), then Y = @, which certainly exists.
Let us then assume the existence of an element y, € Y. We can consider the
formula y(x, y) given by

(e(x) Ay =x)v(=o(x) Ay = yp).

It is clear that, for any set x, there exists a unique y satisfying {(x, y): if ¢(x) holds, that
y is x itself, whereas, if it does not, that y is y,. Thus, we can apply (ZF7) to conclude that
the collection Y of all the elements y for which there exists an x € X verifying {(x, y)
is a set. Furthermore, this set is Y. Let us prove it by double inclusion, i.e., using 4.2(ii).

Given any y € Y, the formula {y(y, y) holds and — since Y C X and, therefore,
y € X — we have y € Y’, which shows that Y C Y’. Conversely, given any y’ € Y’, we
there know to exist an x € X such that y(x, y”) holds. If ¢(x) is satisfied, then y’ = x,
so ¥ € Y. If ¢(x) is not satisfied, then y’ = y,, which, by hypothesis, belongs to Y. In
either case, y’ € Y, which shows that Y’ C Y. |

4.4. Do you remember when back in 1.1 we said that, in modern day set theory, we could
identify predicates with sets — just as people wanted to do in the early days — provided
we did it with care? The scheme of specification has just made that notion precise: given
any set X we can identify each unary predicate ¢ with the set {x € X | ¢(x)}. What
makes this approach different from the one that led to Russel’s paradox is our requiring
the “domain” over which we define ¢ to be a set complying with the axioms of ZFC, and
that enables us to escape from any paradox.

We will shortly analyse some details regarding the schema of specification and
how it avoids the paradoxes of primitive set theory.

4.5 Definition-Proposition. Let X and Y be any two arbitrary sets.

(i) There exists a set uX containing, exclusively, all the elements of the sets contained
in X. This set is known as the union of the elements of X.
(ii) There exists a set nX containing, exclusively, the elements that belong to all the
sets contained in X. This set is called the intersection of the elements of X.
(iii) There exists a set X \'Y containing, exclusively, the elements of X that do not
belong to Y. The set X \ 'Y is known as the difference of X and Y. In particular, if
Y C X, the set X \ 'Y is said to be the complement of Y in X.
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(iv) There exists a set 2(X) containing, exclusively, all the subsets of X. This set is
known as the power set of X.

Proof. According to (ZF3), there exists a set U that contains all the elements of the sets
contained in X. Applying 4.3, it follows that

uX={ueUl@@xeX)uce€ x},
nX ={ueUl(Vx € X)u € X},

In regard to X \Y, it suffices to use 4.3 again and consider X\ Y = {x € X | x ¢ Y}.
Lastly, regarding the power set, (ZF5) guarantees the existence of a set P contain-
ing every subset of X, so we just need to apply 4.3 once more and take

PX)={pePlpcCX}

4.6 Proposition. Any element a of a set X is a set.
Proof. 1t suffices to apply 4.3 and 4.5(i) to conclude thata = u{x € X | x = a}isaset. W

4.7 Proposition (Pairing). Let a and b be sets. The set {a, b} containing, exclusively, the
elements a and b exists. In particular, if a = b, the singleton {a} exists.

Proof. According to (ZF4), we there know to exist a set that contains, in particular, the
element X = {@, {®}}. Thus, using 4.6, we know X to be a set. We can then consider the
formula {y(x, y) defined by

x=ry=a)vx={@Iry=bv(-(xeX)—>x=1y).

A direct application of the axiom schema of replacement (ZF7) shows that the set Y of
elements y for which there exists an x € X verifying {(x, y) is a set. Since Y = {q, b}, we
have shown the set {a, b} to exist. [ |

4.8 Notation. Let X and Y be sets. By 4.7, {X, Y} is a set. We define X u Y = u{X, Y} and
XnY=n{XnY}LIEXnY =@, we say that X and Y are disjoint. Furthermore, given any
collection C of sets, we say that the sets in C are pairwise disjoint if, for any X,Y € C
with X # Y, the sets X and Y are disjoint.

Let n be a natural number and let X, ..., X, be sets. Through a recursive applic-
ation of 4.7 and 4.5(i), we know the set X with elements Xy, ..., X,, to exist. This set is
represented as {X, ..., X, }.

4.9. Now that we know singletons to exist, we can add a final touch on our discussion
on the scheme of specification and Russel’s paradox.

We can illustrate the robustness of our system with a simple example. If we
consider any set X and try to recreate Russel’s paradox by defining the set R = {x € X |
x ¢ x}, we would have

ReR < (ReXAR¢R).

Does it look suspicious? It is actually harmless. Let A be any set. Applying the axiom of
regularity (ZF6) to {A}, we know that A ¢ A. Therefore, it is clear that R = X and, there-
fore, that R ¢ X. It then follows that both sides of the equivalence are false: everything
fits nicely and we are paradox-free.
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You may then wonder: and what if I take X to be a “universe” set containing all
the sets in ZFC? Well, it is immediate from the axiom of regularity (ZF6) that such a set
cannot exist in ZFC, so there is nothing to worry about.

4.10 Definition. Let x and y be sets. The ordered pair with first coordinate x and second
coordinate y is the set

(x, ) = {ixh {x, y3}-

Obviously, (x,y) # (y,x) unless y = x, hence the name ordered pair. Moreover, if
X1, X9, Y1, Y2 are some arbitrary sets, (x;, y;) = (xo, o) if and only if x; = x; and y; = y,.

Let us assume that, for some sets X and Y, x € X and y € Y. The ordered pair
(x,y) belongs to the set 2(XuY), so we can define the binary cartesian product of X and
Y as the set

XxY={pePXuY)I(@x)Ey).xeXryeYrp=(xy)}
To put it simply, X x Y is the set of all ordered pairs (x, y) with x € X and y € Y.

4.11. Just as every unary predicate (unary relation) on a set X was characterised by a
subset of X, every binary relation on two sets X and Y will be characterised by a subset
of XxY. The ability to work with relations in ZFC will enable us to introduce functions as
mere set-theoretical objects, and, in return, functions will enable us — among many other
things — to define n-ary cartesian products and, therefore, to introduce n-ary relations
in set theory.

412 Definition. Let X and Y be sets. A binary relation over the sets X and Y is a subset R
of the cartesian product X x Y. If a subset R € XxY is being regarded as a binary relation
and not as a mere subset, it is customary to write xRy in lieu of (x, y) € R.

Any formula ¢ with a free variable can induce a binary relation according to 4.3,
for it suffices to consider R = {(x,y) € X x Y | ¢((x, y))}. This kind of definition is often
done in an implicit manner as “let R be the relation on X and Y that is satisfied if and
only if o((x, y))".

Very often, relations will be subsets of XxX. In this case, we say that R is a binary
relation over X: it would be redundant to say that it is a binary relation over X and X.

Writing xRy might look a little bit confusing, that is why binary relations are
often represented by fancy symbols such as ~ or =. In addition, some relations may use
a more complex notational artefact than just the structure “element symbol element”.
As always, if there is something inexact and non-universal about mathematics, that is
its notation!

413 Example. (i) Let X be any set. The empty relation R = @ is a binary relation over
X. It is, obviously, not satisfied by any (a,b) € X x X.

(ii) Let X be any set. The subset R = {(a,b) € X x X | a = b} is a binary relation over X.
The relation R can equivalently be defined as the binary relation on X such that aRb if
and only if a = b.

(iii) Let X and Y be sets. The set R = X x Y is a binary relation over X and Y. Of course,
any x € X and y € Y verify xRy.

4.14 Definition. A function f from a set X to a set Y is a binary relation over X and Y such
that, for every x € X, there exists a unique y € Y verifying x fy. Instead of writing x fy,
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we will use f(x) = y. The fact that f is a function from X to Y is denoted by f : X — Y.
In addition, f(x) = y can also be written as f : x — y.

Given f : X — Y, the set X is said to be the domain of f (X = dom f) whereas
Y is known as the codomain of the function. The image im f of f is the subset of Y
containing the elements y € Y for which there exists an x € X such that f(x) =y, i.e,

imf={yeYI@xeX)(y=f)}

where, as in 0-3.8, (3x € X)0(x) means (Ax)(x € X — 0(x)).

We say that f is injective if, for every y € im f, there exists a unique x such that
f(x) =y, or if, equivalently, for every a,b € X, f(a) = f(b) implies a = b. In addition, f
is said to be surjective if im f = Y. If a function is both injective and surjective, it is said
to be bijective.

Given any A C X, the image under f of A is the set

flAl={y €Y1 @aceA). f(a) =y}

Notice how im f = f[X]. Similarly, given any B C Y, the inverse image of B under f is
the set

fIB] = {x € X1 f(x) € B}.

If f is injective, we can define a function f~! : im f — X mapping every y € Y
to uf 1[{y}] € X, i.e, to the only element x € X satisfying f(x) = y.

Given any set X, the identity function on X is the function idy : X — X taking
any x € X to itself: f(x) = x.

Given any two functions f : X — Yand g : Y — Z, the composition of f with
g is the function

goef: X—2Z
x +— g(f(x)).

Lastly, given a subset A C X and a function f : X — Y, we define the restriction

of f to A as the function
fla:A—Y
avr— f(a).

415 Proposition. Let f : X — Y and g : Y — Z be functions.
(i) The function g - f is injective only if f is injective.
(ii) The function g - f is surjective only if g is surjective.
Proof. We will prove the contrapositive of each of the statements.

(i) If f is not injective, there exist a,b € X such that a # b and f(a) = f(b); consequently,
ge f(a) = go f(b). Thus, g o f is not injective.

(if) Analogously, if g is not surjective, no y € Y satisfies f(y) = z, for some z; € Z. Thus,
given any x € X, since f(x) € Y, we have g o f(x) # z,.
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4.16 Proposition. Let f : X — Y. The function f is bijective if and only if there exists
a function g : Y — X such that f - g =idx and g f = idy.

Proof. If f is bijective, the function g we are looking foris f! : Imf = Y — X. Itis
immediate that f o f~! = idyx and that f~! o f = idy.

Conversely, since both idy = fe gandidy = g f are bijective, the result follows
from 4.15. |

4.17 Definition-proposition. We say that a set X is inductive if it verifies the formula
Q(X) given by
@ eXAWx)(x € X — xuix}eX),

where, for the sake of clarity, we have used x u {x} € X in lieu of
@y).yeXa(W).teyo (t=xv({¥s)(set e s=x)).

There exists a minimal inductive set , i.e., an inductive set that is included in every
inductive set.

Proof. By (ZF4), we know an inductive set V to exist. The set  can be constructed using
4.3 as
w={veVIHWX)QAX) > veX)}

In plain English, o is the set containing, exclusively, the elements that are common to
all inductive sets. Informally, we could have defined it as the “intersection of all the
inductive sets”; nonetheless, since we have not proven the existence of such thing as a
set of all inductive sets, we have had to create this custom definition.

The set © is clearly inductive. On the one hand, any inductive set X verifies
@ € X, s0 @ € . On the other hand, if v € w, then v belongs to any inductive set X, and,
by definition, so does v u {v}. Thus, v u {v} € w.

Lastly, it is trivial that o is included in any inductive set for the elements in ®
belong, by definition, to any inductive set. [ |

4.18. If set theory has any intention of becoming a foundational system for mathematics,
it better let us work with natural numbers! Now, how could we possibly implement
natural numbers in ZFC? How could we construct a set of natural numbers? The answer
is, surprise surprise, we have already done it! The set w is the set we have been looking
for! Informally, if we let 0 = @ € w, we can define

1={0}€cw, 2=10,1} € o, 3=1{0,1,2} € w,

and so on. In general, given any natural number n representing a set n € w, we define
its successor as s(n) = nu{n}={1,...,n} € w.

In this construction, the set of natural numbers would be N = o \ {®}.

I know. This looks weird. Having 4 C 5 seems like an odd property; nonethe-
less, as you will later see, these oddities will not have any visible effect in our daily-life
arithmetic. In fact, these very oddities will prove themselves very useful in enabling us
to properly incorporate number systems into our beautiful foundational theory.

From now on, unless otherwise stated, we will use Arabic numerals in order to
refer to their corresponding elements in w. This is just notation.
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Shortly, we will define the basic operations and relations in w, but we need to go
through a very significant result before we can get there.

4.19 Theorem (Principle of recursive definition). Let X be a set witha € X. Letu : X —
X be a function. There exists a unique function f : w — X verifying f(0) = a and

f(s(m) = u(f(n)).

Proof. We will prove this theorem by explicitly constructing f as a set of ordered pairs
in wxX.

For that purpose, let us consider the set F of all subsets S C w x X such that
(0,a) € S and such that, whenever (n, x) € S, then (s(n),u(x)) € S. The set F is clearly
non-empty for w x X € F.

We now take f = nF. It should be clear that f € F and that f is included in every
element of f. Thus, if we showed f to be a function, we would have proved the result.
The reasoning behind this is simple. If there existed another function g verifying the
conditions of the theorem, g € F and, therefore, f C g; nonetheless, assuming that f is a
function from w, g can only be a function from w if it is equal to f, because if it contained
an additional ordered pair, we would have, for a certain n € ® and x,y € X with x = y,
both (n, x) € g and (n, y) € g, which would mean that g would not be a function.

Let us then show f to be function! We can consider the set N C o of elements
n € o for which there exists a unique ordered pair in f with first coordinate n.

If we had 0 ¢ N, then there would exist an element of the form (0,b) € f with
b # a. Nonetheless, then f* = f \{(0,b)} € F with f’ C f, which would contradict our
hypothesis that f = nF. Analogously, If we had, for some n € o, n € N but s(n) ¢ N,
then there would exist a unique x € X such that (n,x) € f and there would exist an
y € X distinct from u(x) such that (s(n), y) € f. Were this the case, then it is trivial that
f\{(s(n), y)} € F and we would once again reach a contradiction.

Since w is the smallest inductive set and we have shown that, for a set N C w, we
have 0 € N and, whenever n € N, s(n) € N, we can conclude by induction that N = w.
This completes the proof. |

4.20 Definition. Let m € ». Applying the principle of recursive definition, we can define
two functions s, and p,, from o to » verifying, on the one hand, s,,,(0) = mand s,,(s(n)) =
s(s;(n)), and, on the other hand, p,,(0) = 0 and p,,(s(n)) = spm(n)(n).

This enables us to define addition + and multiplication - in w as

+ X0 — o TIOX0 = ®

(x,y) — x +y = s(), (x,y) — x-y = pe(y),

where, of course, we have used infix notation.

Just to complete our definitions in w, let us the relation < in w as x < y if and
only if x € y or x = y. Analogously, we define a relation < such that x < y if and only
if x € y. As was to be expected, if x < y we say that x is smaller than or equal to y and
if x < y, it is said that x is smaller than y.

4.21 Definition. Let X be a set. An internal n-ary law of composition on X is a function
* @ xi ;X — X. The adjective “internal” is often dropped. Furthermore, for binary
laws of composition, the adjective “binary” is often omitted too. Laws of compositions
are commonly referred to as operations.
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Infix notation is often used with laws of composition: thus, *(x, y) is written as
x * y. We say that a law of composition * is

« associative if, for any x, y,z € X, we have (x * y) * z = x * (y * 2),

« commutative if, for any x,y € X, we have x x y = y * x,

o left distributive with respect to another law of composition [ if, for any x, y,a €
X, ax (x0Oy) = (a = x)U(a * y),

« right distributive with respect to another law of composition [ if, for any x, y,a €
X, (xUy) x a = (x *» 9)(y * a),

« and distributive with respect to another law of composition if it is both left dis-
tributive and right distributive.

Laws of composition often use additive notation (i.e., use the symbol + and infix notation)
or multiplicative notation (i.e., use the symbol - and infix notation). In multiplicative
notation, the use of - may be replaced by juxtaposition: thus, xy would be read as x - y.

Clearly, the operations + and - that we have defined on w are laws of composition
using, respectively, additive and multiplicative notation.

4.22 Lemma. Let n € w. The following seemingly irrelevant statements are true:

(i) If m € n, then n € m. In other words, no element of w is a subset of any of its
elements.
(ii) The set w is transitive: if m € n, then m C n.

Proof. (i) Let N C o be the set of elements n € w such that, for any m € n, we have
n ¢ m. It is clear that 0 € N for 0 = @. In addition, if n € N, we can easily show that
s(n)=nu{n}eN.

The elements of n u {n} are those of n and n itself. Can n u {n} be a subset of n?
For that to be the case, we would need to have {n} C n and, therefore, n € n, but,asn € N
and n C n, it is clear that n ¢ n. Can n u {n} be a subset of x € n? Since n C nu {n}, if
this were the casee, n would also be a subset of x thus contradicting the hypothesis that
n € N. We can conclude that s(n) € N and, by induction, that N = «.

(ii) We proceed, again, inductively. Let N C w be the set of elements n for which the
result holds. It is out of question that 0 € N. In addition, if we assume n € N, we can
easily prove that s(n) € N. The elements of s(n) are n and all the elements of n. Clearly,
since all the elements of n belong to s(n), we have n C s(n). Moreover, according to the
inductive hypothesis, all the elements x € n are subsets of n, and, since n C s(n), they
must also be subsets of s(n).

4.23 Theorem. Let us consider the interpretation of the formal system PA of Peano
Arithmetic using IN as domain and having {®} = 1 as 1; the set-theoretic relation =
as =; the set-theoretic function s as s, and the set-theoretic functions +|psn and [N
as + and - respectively. This interpretation is a model.

Consequently, if ZFC is consistent, so is PA.

Proof. We need to show that, in the interpretation of PA that we have constructed, all
the axioms are true. The axioms of equality are clearly verified, so we can get to work
with the remaining non-logical axioms.
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It is trivial that (PA1), (PA3), (PA4), (PA5) and (PA6) are true by how we have
defined the elements of the interpretation. Furthermore, the principle of mathematical
induction captured in (PA7) trivially holds by considering, for any property ¢(x), the set
{x € ® | p(x)} and noting that w is inductive.

The only axiom that remains to be shown to be true is (PA2). Let us assume that
two elements m, n € w verify s(m) = s(n). Under these conditions,

mes(m)=s(n)=nui{n} and ne€sn)=s(m)=muim}

so either m = n or both m € n and n € m. In the latter case, we have m € n € m,
but, applying 4.22(ii), this implies that n C m and, therefore, yields a contradiction with
4.22(i). ]

4.24. The following statements about w can be shown to be true in any model of ZFC in
an identical way to their analogues in IN:

(01) (Vx € ). (s(x) = 0).

(w2) (Vx,y € ). s(x) =s(y) > x=y.

(03) (Vx € ®). x +0 = x.

(w4) (Vx,y € ). x + s(y) = s(x + y).

(w5) (Vx € ®). x-0=0.

(w6) (Vx,y €®). x-s(y) =x-y+x.

(07) (VA Cw).(0€wA(Vn e w)s(n) €w) > A=0w).

It goes without saying that (»7) implies that any formula P(x) is true for any x € w if
proved to hold for x = 0 and, given an arbitrary n € w, for x = s(n) assuming P(n).

4.25 Lemma. Assuming addition in o to be associative, the following statements about
w are true:

(i) (Vx € ). 0+ x =0.
(ii) (Vx,y € ). s(x) +y =s(x + y).

Proof. (i) Let us show that 0 + n = 0 for every n € w by induction on n. For n = 0, the
result is immediate from (®3). If we now assume this property to hold for an arbitrary
n € w, it follows from (©w3) and (w4) that it is verified by s(n) as

0+s(n)=0+s(n+0)=0+n+s(0)=n+s(0) = s(n).

Thus, the result is true by the principle of mathematical induction, i.e., by (w7). Notice
how we have also made an implicit use of the associativity hypothesis.

(if) We shall prove that s(x) + n = s(x + n) for any x,n €  using induction on n. The
result n = 0 is a direct consequence of (»3). Assuming it to hold for an arbitrary n € w,
we can deduce from (w3) and (w4) that

s(x) +s(n) = s(x) +s(n+0) =s(x) +n+s(0) = s(x +n)+s(0)
= (x + s(n)) + s(0) = s((x + s(n)) + 0) = s(x + s(n)),

and, therefore, the result is true by induction.
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4.26 Proposition. Addition + on w is associative and commutative.

Proof. We shall first prove associativity: we will prove, by induction on n € w, that
(x+y)+n=x+(y+n). For n = 0, the result is obvious since, according to (»3),

(x+y)+0=x+y=x+(y+0).

Let us then assume associativity to hold for an arbitrary n € ®. Regarding s(n), the
inductive hypothesis together with a repeated application of (w4) yields

x+y)+sn)=s((x+y)+n)=s(x+(y+n)=x+s(y+n)
= x + (y + s(n)).

Now that we have associativity assured, let us deal with commutativity. We will
show that any x,n € o verify x + n = n + x using, once again, induction on n. The
property is obvious forn = 0 as x + 0 = x and 0 + x = x. These equalities are direct
applications of (w3) and 4.25(i). Assuming as inductive hypothesis that x +n = n+x, we
have

x+s(n) =s(x+n)=s(n+x)=s(n) + x.

The fact that s(n + x) = s(n) + x was shown in 4.25(ii). [ |
4.27 Lemma. The following statements about w are true:

(i) (Vx € ). 0-x = 0.
(i) (Vx,y € w).s(x) - y=x-y+y.

Proof. (i) As you should have expected, we proceed by induction on x. It is clear that
0-0 = 0 from (w5). If we now assume the result to hold for an arbitrary x, it follows
from (w6) and (w3) that

0-s(x)=0-x+0=0+0=0.

(ii) Once again, we proceed by induction on y. The result is immediate for y = 0 and,
assuming it to hold for an arbitrary y € w, we have

s(x) - s(y) =s(x) -y +s(x) =x-y+y+s(x) =x-s(y) +s(y),

which shows that the result holds for s(y).
[ |

4.28 Proposition. Multiplication - on w is distributive over addition, associative and com-
mutative.

Proof. We will first prove left distributivity and use it in the proof of associativity and
commutativity. Then, right distributivity will follow from commutativity.

We need to show that, for every n, x, y € o, we have n-(x+y) = n-x+n-y. As our
notation suggests, we will proceed by induction on n. Using 4.27(i), the base case n = 0
for distributivity is trivial as 0- (x + y) = 0 = 0 x + 0 - y. Assuming left distributivity to
hold for an arbitrary n € », we have

sn)-(x+y)=n-(x+y)+(x+y)=n-x+n-y+x+y
=s(n) - x + s(n) - (),

49



Chapter |. The foundations of mathematics

where we have made implicit use of properties such as the associativity and commut-
ativity of addition, 4.27(ii) and (w6).

In regard to associativity, let us show that x - (y - n) = (x - y) - n by induction on
n. For n = 0, it follows from (w5) that

x-(y-0)=x-0=0=(x-y)-0.

Assuming associativity to hold for an arbitrary value of n € w, we have, using left dis-
tributivity

x-(y-sm)=x-(yn+y)=x-(ym+x-y=(x-y)n+tx-y
= (x-y)-s(n),

where we have also used (w6).
Lastly, regarding commutativity, let us prove that x-n = n-x for any by induction
on n. The result is trivial for n = 0 and, assuming it to hold for an arbitrary n,

x-s(n)=x-n+x=n-x+x=s(n)-x,

where we have made use of (w6) and 4.27(ii). [ |

4.29. What we have just done is quite significant. We have proven some facts about +
and - without making any direct reference to the way in which they are defined: we have
only used a collection of assumptions.

What we have seen in these proofs is an example of how the axiomatic method
is used “in practice” within ZFC.

4.30 Definition. Let I and X be sets. A function x : I — X may be regarded as a family
of elements of X indexed by the set . If that is the case, given i € I, we write x; instead
of x(i) and we denote the function x by {x;};; or by {x;}; for short. On some occasions,
the context might make it acceptable to also use the notation {x;}.

Given a family {X;};c1 of sets, its union is defined as u;gX; = vimX. If I = @, we
define its intersection as n;;X; = nImX. Lastly, the cartesian product of the family is
the set x;¢X; of families {x;};c; such that, for every i € 1, x; € X;; or, in more symbolic
terms,

X Xi =
i€l

x:I—>UXi

i€l

(Vl € {1, ,n)(xi € Xl) .

If the context allows for it, we may write u;, n; and x; instead of uj¢y, njep and X;¢p. Nat-
urally, a family {X;};¢ of sets is said to be pairwise disjoint if, for any i, j € I with i = j,
X; n X; = @. Notice how we are only requiring that i # j, not that X; # X;.

If the index set of a family {x;} is N, the family is said to be a sequence of elements
in X.

Of particular interest is the case where the index set is I = {1, ...,n} C IN. In this
situation, a family {x;};c[ is said to be an n-tuple and it is represented writing down its
terms explicitly as (x, ..., x,). Notice that tuples generalise ordered pairs. If (X, ..., X,)
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is a tuple of sets, we can write

Uxi = C)Xi =X uuX,  [)Xi= ﬁXi =X;n-nXp,
i=1 i=1

i€l i€l

n
KX, =N X; =X; xxX,.
=1

i€l i

Given any tuple of sets (Xi, ..., X},), its cartesian product X; x---xX,, is, according
to the definition, the set of all tuples (xy, ..., x,) having, for every i € {1,...,n}, x; €
X;. The subsets of these cartesian products enable us to generalise the binary relations
introduced in 4.12 to n-ary relations.

While it might seem awkward to have two distinct objects representing the same
concepts (2-tuples vs ordered pairs and 2-ary relations vs binary relations), this redund-
ancy has no noticeable consequences in practice. The different implementations of these
concepts behave identically, so we might as well ignore their very nature. In addition,
we will use their different denominations interchangeably.

4.31 Definition. Let X be a set. A binary relation ~ defined over X is said to be an equi-
valence relation if it satisfies the following properties:

« Reflexivity: for every a € X, we have a ~ a.
« Symmetry: for every a,b € X, ifa ~ b then b ~ a.
« Transitivity: for every a,b,c € X,ifa ~band b ~ ¢, thena ~ c.

Given any a € X, we define its equivalence class as the set [a] = {x € X | a ~ x}. The
quotient set X/~ of X by ~ is the set of all the equivalence classes in X.

4.32Definition. Given a set X, a partition P of X is a collection of pairwise disjoint subsets
of X such that uP = X.

4.33 Proposition. Let X be a set.

(i) If ~ is an equivalence relation over X, the quotient set X/ ~ is a partition of X.
(ii) If P is a partition of X, then the equivalence relation ~ defined in such a way that
x ~ yifand only if x and y belong to the same set in P is an equivalence relation.

Proof. (i) It is clear from reflexivity that, given any a € X, we have a € [a]. Thus, it is
obvious that u(X/~) = X, so we just need to show that any two distinct equivalence
classes are disjoint.

Let a,b € X and let us assume the existence of an element x € [a] n [b]. Under
these assumptions, we know that x ~ a and x ~ b and, therefore, by transitivity, a ~ b.
Given any x € [a], we will have x ~ a, so, by transitivity, x ~ b and, therefore, x € [b].
This proves that [a] C [b] and it can be shown analogously that [b] C [a]. Thus, two sets
in the quotient set can only have a non-empty intersection if they are the same set, i.e.,
the elements of X/~ are pairwise disjoint.

Notice, by the way, how we have been constantly using the symmetry of equi-
valence relations throughout the proof.

(ii) Symmetry and reflexivity are obvious. Regarding transitivity, let a,b,c € X be such
thata ~ b and a ~ c. If we let A € P be the only subset of the partition to which a
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belongs, as a ~ b, we know that b € A. In addition, since b ~ ¢, that must mean that
¢ € A and, therefore, that a ~ c¢. This proves that ~ is an equivalence relation.

4.34 Definition. Let X be a set. A binary relation < defined on X is said to be a partial
order if it verifies the following properties:

« Reflexivity: for any a € X, we have a < a.
« Antisymmetry: for any a,b € X, if a < b and a # b, then b ﬁ a.
« Transitivity: for any a,b,c € X, ifa <band b < ¢, thena < c.

A partial order is said to be a total order if, for any a,b € X, we havea <borb < a.

A strict partial order < is a binary relation that verifies antisymmetry, transitivity
and irreflexivity, i.e., that for any a € A, a £ a. Any partial order < can be used to define
a strict partial order < as a < b if and only if a < b and a # b. Conversely, any strict
partial order defines a partial order in the obvious way.

Given a set X endowed with a partial order <, an element a € A is said to be a
minimal element if there exists no x € X such that x < a. Analogously, a is said to be
maximal if no x € X exists such that a < x. The element a is said to be a minimum in
X if, for any x € X, a < x; moreover, it is said to be a maximum if any x € X satisfies
x < a. Notice how all these definitions need to be understood with respect to a particular
partial order <: an element may be maximal, minimal, a maximum or a minimum with
respect to one partial order but not to another.

A total order < on a set X is said to be a well-order if any A C X has a minimum.
If a set X has a well-order X, it is said that X is well-ordered (by <).

Exercises

1) The inverse image of functions has some truly nice and lovely properties: when
working with functions and set operations, the inverse image is the mathematical equi-
valent of the love of your life. To see what I mean, let f : X — Y and let A,B C X.
Prove that

fAuB] = f'[A]u f7[B]
fANB] = fA]ln f71[B]
FUYNA] =X\ FHAL

>
5

Can you deduce similar properties for the image of f?°
2) Find a counter-example for the converses of the statements in 4.15.

3) Let us regard <= as a relation between formulas of a first-order formal system:
the relation <= holds between two formulas A and B if and only if A < B. Prove
that this relation is reflexive, symmetric and transitive.

Analogously, show that the relation induced by = is transitive and reflexive
but not necessarily symmetric.

3That was a rhetorical question; of course you can. Please, do it.
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4) Let P be a formula in a first-order language. Prove that, if (3x)P is true in an

interpretation, there exists an assignment of values a in that interpretation such that
ve(P) = 1.

5) Let Aq,..., A, and By, ..., B, be propositional forms for m,n € IN. Prove that
A A AAy) = (BiA...ABy)

if and only if, for everyi € {1,...,n}, Aq,..., A, - B;.

6) The following statement is an alternative formulation of the axiom of choice: for
every collection of sets X, there exists a choice function

f:X—)UX

assigning, to every x € X, an element a € x. Prove that this formulation is equivalent to
the one we have used.

7) Show that the equality relation in any formal system using logic with equality
verifies reflexivity, symmetry and transitivity.

8) Show that the axiom schema (P3) is independent in the formal system of propos-
itional logic.

9) This exercise is a constructivist’s nightmare. Use the axiom of choice to prove
the existence of a sequence of natural numbers without constructing a sequence.
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§A Additional results in formal logic

Al Lemma. Let A and B be any propositional forms. The formulas

(i) A - (A —> B),
(i) A — A,
(iii) A > (=B - =(A — B)),
(iv) (A > B) > (A » B) » B),

are theorems of the formal system P of propositional logic.

Proof. What follows are some tedious, long and boring mechanical proofs. It is hard
to say that you will gain anything from carefully reading them other than convincing
yourself that this lemma is true. You have been advised. Proceed at your own discretion.

(i) It is immediate that A, (A — B), (B — C) I C, so a simple application of the deduction
theorem I-2.8 reveals that

(A-B),(B—->C)F(A-C).

This is known as the hypothetical syllogism rule (HS).
With HS in our toolbox, we can perform the following proof in the formal system
P.

(1) @-(P1)] ~A = (=B — —A),
(2) (I-(P3)] (=B —» —A) - (A — B),
(3) [HSon (1) and (2)] -A — (A — B).
(i) No fancy artefacts are required for this proof. We just need some patience.
(1) [()] =A > (A - ==2A),
(2) I-(P3)] (A = ~==A) — (72A — A),
(3) [HSon (1), (2)] ~=A = (==A — A),
@) I-(P2)] (-7A = (7A = A)) = (((A = 22A) = (7A — A)),
(5) [MP on (3), (4)] (72A = —=A) = (72A - A),
(6) [I-2.7] =—A — ——A,
(7) IMP on (5), (6)] =—A — A,

54



Appendices

(8) [Instance of (7)] =——A — A,
9) [I-(P3)] (===A = =A) — (A - =A),
(10) [MP on (8), (9)] A — ——A.

(iii) For this proof, we need some background results. Firstly,we should notice that, for
any formulas A and B, we have =—A, (A — B) - ——B. This follows from some simple
applications of modus ponens taking into consideration that, as we showed in the pre-
vious deduction, ——A — A and B — ——B are both theorems of P. In addition, the
application of the deduction theorem on this result yields the existence of a proof for

(A—B) > (=~A —>B). (1%)

Furthermore, some other applications of the deduction of theorem and the modus ponens
rule on A, (A — B) - B reveal that

A — ((A—B)—B) (2%)
is another theorem of P.

With these preliminaries out of the way, we can now safely proceed to our proof.
(1) [(1%)] (A — B) > (==A - ==B),
(2) (I-(P3)] (+=A - ==B) - (=B — A),
(3) [MP on (1), (2)] (A — B) — (=B — —=A),
(4) [Instance of (3)] ((A - B) - B) » (=B — =(A — B)),
() [2%)] A— ((A—B)—>B),
(6) [HS on (4), (5)] A — (=B - =(A — B)).

By the way, observe that we have also shown
(A—>B)—> (=B —>-A) (3%)

to be a theorem of P.

(iv) As an auxiliary result, we need to prove that, given any formula A € Lp, the propos-
itional form
(CA—->A)—> A (1)

is a theorem in the formal system P. If we consider an arbitrary B € Lp, this can be
through from the following deduction.

(1) [@] ~A - (A - —B),

(2) 1-(P2)] (-A = (A > -B)) = ((-A - A) > (A - -B)),
(3) IMPon (1), 2)] (A = A) = (=A — —B),

4) [I-(P3)] (FA = -B) > (B — A),

(5) (HSon (3), (4)] (-A - A) —> (B> A),
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(6) [Instance of (5)] (WA — A) —» (A - A) > A),

(7) [I-(P2)] (A —> A) > (A > A) »> A)) > (FA - A) > (-A > A)) —>
(FA = A) > A)),

(8) [MP on (6), (7)] (FA = A) = (7A = A)) = ((FA = A) = A),
9) [-27] A= A) > (CA - A),
(10) [MP on (8), (9)] (A —> A) — A.
In addition, it is immediate that —=B,(-B — —A),(-A — B) B, which, after
some applications of the deduction theorem, shows that

(=B —» -A) — ((FA - B) » (=B — B)). (2%)

is another theorem of propositional logic.
We will now proceed to deduce B from (A — B) and (=A — B). This will, through
some applications of the deduction theorem, yield the result we wanted to prove.

(1) [Hypothesis] A — B,

(2) [(iiD)(3+)] (A = B) = (=B — -A),
(3) IMP on (1), (2)] =B — —A,

4) [2%)] (=B - =A) > ((-A - B) > (=B = B),
(5) [MP on (3), (4)] (A — B) » (=B — B),

(6) [Hypothesis] -A — B,

(7) [MP on (5), (6)] =B — B,

(8) [(1%)] (=B —» B) — B,

(9) [MP on (7), (8)] B

Having shown that (A — B),(—A — B) - B, the deduction theorem leads us to - (A —
B) — ((-A — B) — B). This concludes the proof.

A.2 Lemma. Let A € Lp be any propositional and let i be any interpretation of proposi-
tional logic together with its induced valuation function v;. Without loss of generality,
let x1, ..., x; be the only distinct propositional variables appearing in A.

For every propositional form ¢ € Lp, we define ¢' as ¢ if vi(¢) = 1 and ¢' as ¢
if, otherwise, v;(¢) = 0. Under these conditions,

xi, x}C - AL
Proof. We will prove this by induction on the number of connectives in A. If A has no
connectives, then it will simply be the variable x; and, clearly, x; - x{, so the base case

is obvious.
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Let us assume the result to hold for any formulas with n or less connectives and
show it for an arbitrary formula A with n + 1. Necessarily, A will be of the form —X
or X = Y for X,Y € Fp. In either case, the result will hold, by hypothesis, for the
subformulas X and Y.

If A is of the form =X, we may have v;(X) = 0 or vy(X) = 1. If v(X) = 0, then
X! will be =X, so, by the inductive hypothesis, xi, ...,x,iC F —X. Moreover, v(X) = 0
implies that v;(A) = v;(=X) = 1, so A" will be =X and, therefore, we can conclude that
xi',...,x,ic - AL . .

If v(X) = 1, then X' will be X and we will have v;(A) = w(=X) = 0, so A’
will be ==X. In addition, by the inductive hypothesis, we know that xi, x,’C F X
In conjunction with A.1(ii), this shows that xi, s x,"C + ——X which translates into our
desired xi, s x]ic - AL

Let us now assume A to be of the form X — Y. We will consider three different
subcases: one for v;(X) = 0, one for v;(Y) = 1 and one for v,(X) = 1 and v;(Y) = 0.

If v;(X) = 0, then X! will be =X and we will obviously have vj(A) = w(X —» Y) = 1,
so Al will be A. According to our inductive hypothesis, we know that xi, s x,iC F —X.
Taking A.1(i) into consideration, it follows that x{, s x,’-< (X = Y), hence x{, s x,i< A
as we wanted to show.

If v(Y) = 1, Y will be Y and we will also have v(A) = w(X = Y) = 1. In
this scenario, our hypothesis states that xi, s x,"c Y, which, using I-(P1), leads us to
xi,...,x,icl—X—>Y. .

Lastly, if v;(X) = 1 and v;(Y) = 0, we will have v;(A) = 0, so A" will be =(X — Y).
By the inductive hypothesis,

xi,...,x,’-< X, xi,...,x,i< Y,
which, together with A.1(iii), leads to xi, s x,’-< (X — Y) and completes our proof. H
A.3 Theorem. The formal system P of propositional logic is semantically complete.

Proof. Let A be any tautology. We aim to prove that it is a theorem in P.

According to our previous lemma, letting x, ..., x; be the only distinct proposi-
tional variables appearing in A, if we fix any interpretation i, we will have xt, ..., x,iC AL
Nonetheless, as A is a tautology, it will be true under any interpretation i and, therefore,
Al will be A.

We can pick any two interpretations i and j that make x;. true and false respect-
ively and that are equal in all the remaining variables, this is, that satisfy v;(x) = 1,
vj(x;) = 0 and v;(x;) = v;(xy) if k # [. According to our previous lemma, we will have

xi,...,x,i_l,xk = A, xi,...,x,i_l,ﬁxk = A,

where we have used the fact that xli is the same as xl] if | # k. Applying the deduction
theorem, we are thus led to

xi,...,x,’;_l F(x — A), xi,...,x,i_l F (mx — A).
If we now consider A.1(iv), it is immediate that
xi, ,x,i_l  A.

A recursive application of this reasoning eventually leads to - A. |
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A.4Lemma. Let H be a consistent first-order system defined on a certain first-order lan-
guage. There exists a consistent extension of the set of non-logical axioms of H (also
known as an extension of H) that makes H syntactically complete.

Proof. Let us consider an infinite enumeration Ay, ..., A,, ... of all the formulas in the
first-order language under consideration. Such an enumeration can indeed be construc-
ted and I will leave the details for you. We define a sequence of extensions of H as
follows. Firstly, the formal system H, will be H itself. Then, for every natural n, we will
define H,, to be the extension of H,,_; including —A,, as an axiom if A, is not a theorem
in H,,_;. If it is a theorem, we define H,, to be H,,_;.

By I-3.14, we know that each of this extensions will be consistent. Thus, if we
consider the extension H,, including as axioms all the axioms of all the H,, for every
n € N, it is immediate that it will be consistent too. In addition, it can be easily seen that
Ho will be a syntactically complete extension. Just assume that there is a sentence A
such that neither A or —A are theorems in H,,. Shouldn’t one of them have been added
as an axiom in a certain H,? [ |

A.5 Theorem. Any consistent first-order formal system H has a (countable!) model.

Proof. Let us consider the formal system H obtained by adding an infinite sequence of
symbols by, ..., by, ... to the particular language it uses.

It is easy to see that the addition of these symbols has no effect in the consistency
of the system. It suffices to show how a proof in the new formal system of any statement
A can be transformed into one, in the old system, of the formula A’ obtained by replacing
every constant by, ..., by, ... in A by a new variable not occurring in A. Thus, should the
new system be able to prove both A and —A, the old one would prove A’ and —~A’, but
that would be impossible for we have assumed H to be consistent.

We can now consider an enumeration Aj,..., A, ... of all the formulas in the
language of H, with a single free variable — which we will denote, for each A,, as yj,.
From this point, we define a sequence of extensions of H as follows. The first element
of this sequence will obviously be Hy. Then, for every natural n, we will take H,, to be
the extension of H,,_; incorporating the additional axiom S,, given by

Ay (Wlen) = (Yy)An,

where ¢, is the first element in by, ..., b, ... that does not appear in A and that does not
belong to {cy, ..., ;13-

Let us show that all these extensions will be consistent. Given any natural n,
we will assume that H,, is not consistent and, therefore, that it can prove, for a certain
formula A, both A and —A. According to the principle of explosion, this means that we
will be able to prove -y —S,,. Proofs in H, are deductions from S, in H,_;. Considering
this fact together with the deduction theorem yields

|_an1 Sn —> —|Sn.

Since (A — —A) — —A is a tautology, we can then deduce that =S,, will be a theorem in
H,,_1, so we will have

P, (An(nlen) = (Vy)A).
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As both =(A — B) —» A and =(A — B) — —B are tautologies, this means that

|_H,,,1 An(ynucn)’ |_Hn—l _'(Vyn)An

As ¢, does not appear in the axioms of H,,_;, we can safely replace each occurrence of ¢,
in the proof of A, (y,]c,) by a variable not appearing in the proof. Then, an application of
the generalisation rule reveals that k- (vy,)A,, which would mean that H,_; would
not be consistent, thus contradicting our hypothesis and showing the consistency of all
the extensions in the sequence.

As all these extensions are consistent, the formal system H,, defined as the ex-
tension of Hy containing all the axioms A,, will be consistent too. We can now consider
the (consistent) extension H* of H,, obtained from a direct application of lemma A 4.

We will now show that every element in the domain of any model of H* can be
referenced directly from the language. Formally, this means showing that, given any
formula A,, with a single free variable y,, if — for every closed term t (term with no free
variables) — A(y,[t) is a theorem, then so is (Vy,)A.

This is fairly easy to do. If we assume A,(y,|t) to be a theorem for every closed
term ¢, then, in particular, A(y,|c,) will be a theorem. Thus, applying modus ponens on
Sy, one can prove y_ (Vy,)A.

We will now define an interpretation of H* that will be a model for it and, there-
fore, will also define a model for H. This interpretation will have as domain of discourse
the set of closed terms of the language of H* (recall that it is the extension of the lan-
guage of H with the additional constants b;). The interpretation of each constant b; will
be itself and the functions will behave in the obvious way. The interpretation of each
n-ary predicate symbol P will be the predicate that, for any closed terms ¢, ..., , is true
if and only if P(t, ..., t,) is a theorem in H*.

We can then prove by induction on the number of connectives that any closed
formula is a theorem in H* if and only if it is true in the interpretation we have defined.
Taking the generalisation rule into consideration, this can be trivially extended to non-
closed formulas, which implies that our interpretation is, indeed, a model of H*. From
the existence of a model of H*, the existence of a model for H can be trivially inferred.

Proving, by induction on the number of connectives, that closed formulas in H*
are theorems if and only if they are true is fairly straightforward and somewhat enter-
taining if you have a good understanding of the material. I will leave it to you. Keep
in mind that — at least for the purpose of convincing yourself this result is true — you
don’t need to write a fully-fledged formal proof. A few diagrams and notes and a good
dose of thinking will probably suffice. |
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To be continued...
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